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1 Introduction

It is well-known that the task of proving a theorem is a hard one. Propositional theorem
proving is CoNP-complete, while first-order theorem proving is undecidable. The former
fact by itself is reason enough, unless CONP = NP, to be desirable the interference of the
human-being in the theorem proving process. In addition, the size of the proofs, again an
essential problem, unless CoNP = NP, demands the use of automatic help or guidance.
A good approach to the problem is to use a set of heuristics that, in most of the cases,
minimizes the complexity of the whole process, namely, the size of the proof, the number of
lemmas to be used, the number of times a human interference is needed and the total time
to finish the proof. When dealing with first-order logic, to the addressed problem is added
the task of stop, by human interference of course, the whole proving procedure since the
theorem prover may be faced with a non-theorem. The propositional proof-procedure can
as well use a kind of pruning or aborting heuristics, but in this situation a complete one, in
the logical sense. When dealing with program’s correctness proofs, the worst of the worlds
is faced, as the first-order data-types theories involved carry the first-order and, obviously,
the propositional problems. Furthermore, the very task of proving non-trivial properties
about programs is undecidable (Rice’s theorem) [1]. Concerning the specific case of Hoare
Logic, the task of automatically finding invariants for the loops is, in general, undecidable.
It is good to remind that all of the mentioned problems also happen if equational logic is
used instead of first-order logic for the data-type specification.

Correctness proofs for programs, as opposed to other formal specifications, gained a
new importance with the development of the proof-carrying code technology [3, 4]. The
present work aims to show that one possible use of a semi-automatic Hoare Logic prover is
to have PCC at a high level programming language. Faced with the facts mentioned in the
previous paragraph, the aim is the design of strategies for a Hoare Logic prover in order to
minimize the human interference, the number of calls to a first-order theorem prover and
the time to conclude the proof. In this work, the size of the proof is not considered to be
the most important issue.

Proof-theory is a well established subject. It has shown not only the complexity degree
of some theories, by pointing out (upper-bound) ordinals for proving the consistency of
each of them, but also has raised some quite important insights as the Curry-Howard
isomorphism and the automatic proof construction from general observations on the format
of a cut-free, or normal proof. Most of the automatic theorem provers conception are
based at least on that. Just in this situation, proof-theoretical considerations on the kind
of a constructed proof raised a lot of (complete) heuristics for theorem provers. The
present work follows this approach when designing the strategies, namely, a strategy can
be based on proof-theoretical considerations on the format of a possible proof and on some
conservative transformations on this format.

In the next section it is shown how from proof-theoretical considerations some heuristics
ideas are posed. Section 3 shows in detail each one of the strategies for Hoare Logic. Section
4 concerns the completeness and correctness of the presented strategies. Section 5 remarks
some problems related with the arrays (data-type) and how they cross the bridge between
the data-type specification and the language specification.



2 Normalization and Heuristics

In the deductive system of classical logic named natural deduction it is possible to normalize
a proof using successive reductions |7, 8, 11, 14]. It is also possible to produce a normal
proof directly by using heuristics. Therefore, the fact that there exists normalization for
this logic makes the (automatic) construction of proofs easier. Moreover, this conclusion
holds to any logic in which there is a normalization process [§].

What is intended in this work is to apply the same idea to program verification using
Hoare Logic [6]. That is, it is desirable the creation of patterns to generate the proofs, so
that the search space can become smaller. Consequently, they are constructed in a more
efficient way.

In some inference rules of Hoare Logic, shown in the figure 1, there are first-order
sentences (logical implications) which must be demonstrated, such as the if-then rule
and the weakening and strengthening rules. Since it is syntactically possible to have many
proofs of programs that satisfy the Hoare Logic rules but with some sentences which cannot
be demonstrated, it is worth trying to find proofs with valid sentences avoiding the use of
a theorem prover to demonstrate them if the program satisfies the specification given by a
pair of pre-condition and post-condition |[2].

It is desirable to obtain one proof with only demonstrable sentences without using a
theorem prover since demonstrating the sentences is often inefficient. Furthermore, trying
to do this to invalid sentences might lead the theorem prover to an infinite loop (after
all, in most cases, knowing whether a first-order sentence is valid or not is an undecidable
process).

So, when there is a program with a post-condition which is the result of the execution of
this program with a certain pre-condition, a formal program verifier may answer different
proofs in which their sentence sets can have all of them demonstrable or not if there is no
guarantee that all of them are valid. Motivated by what is discussed above, it is desirable
to analyze efficient strategies for a formal program verifier using Hoare Logic, so that it
constructs only one proof with all its sentences being demonstrable, unless the program
does not behave as desired, which means that the program does not satisfy its specification
given by its pre-condition and post-condition.

The next section shows a set of strategies to derive a proof of correctness as discussed
above in the case that the program does not deal with arrays (the problem with arrays is
described later in this text). If the program does not satisfy its specification, there will be
at least one invalid sentence.

3 The Strategies

A proof using Hoare Logic can be done from from the left to the right (that is, from the
first command to the last one), from the right to the left (that is, from the last command
to the first one) or using both of them. The Hoare Logic rules used are the ones below [6]:

3.1 From the Right to the Left

Considering the fact that in this work the loops’ invariants are given by the user (finding
them is an undecidable task) and if the program does not have arrays, it is straightforward



{PAB}Ci{Q} {PA-B} G2 {Q} {PABYC{Q} PA-B—Q

{P} if B then Cy else Cs fi {Q} (P} if B then C fi {Q}
{PYC1 {R} {R} C2 {Q} P—R {R}C{Q}
(PV/EN}V = B P} {P} C1;C2 {Q} {P} C {Q}
{PAB} C{P} {PrC{R} R-Q
{P} skip {P} {P} while B do C od {P A ~B} (P} C {Q}

Figura 1: Hoare Logic Rules

to build the correctness proof from the right to the left. Obviously, the post-condition must
be known to construct the proof this way, which is very similar to the Dijkstra’s Weakest
Pre-Condition [13].

In this process, if a pre-condition is found (that is, it is already determined), this pre-
condition is weakened to the new one found when proving the correctness of the program.
This can happen when the first command of the program is achieved (if the program’s
pre-condition is given), when the first command of the body of a loop is achived (its
pre-condition is the invariant with the loop’s test) or when the post-condition of a loop
is achived (its invariant with the negation of the loop’s test is the pre-condition of the
command after the loop). The only places where weakenings are used are those and the
ones to prove the if commands correctness.

To the following kinds of commands, it is only necessary to know how to apply the
suitable Hoare Logic rule to prove their correctness: the sequence of commands (it is only
necessary to use the pre-condition of a command as the post-condition of the previous one
or weaken a loop post-condition if the previous command is a while), the skip command
(the one that does nothing), the while command (the invariant, which is given by the user,
must be known) and the attribution command (the pre-condition can be determined by
substituting variables, as indicated by its rule) [2].

Nevertheless, it is not trivial to do what is explained above with the if rules, as the
post-condition of this command may depend on its test, that is, it is possible that the
assertion which is true after the if execution depends on the result of its test evaluation.
To prove the if-then-else correctness, one must do the following [13]:

PAB— P {Pl} Cq {Q} PAN-B — Py {Pz} Co {Q}

{P AB} C1 {Q} {P AN=B} C2 {Q}

{P} if B then Ci else Ca fi {Q}

where P = (B — P;)A(—wB — P) or P = (BAP;)V(—~BAP,) and P, is Cy’s pre-condition
and P is C9’s pre-condition, which were found when proving their correctness from the
right to the left.

In a similar way, the correctness of i f-then can be proved, by putting the skip command
instead of Cs in the if-then-else proof.



3.2 From the Left to the Right

If the post-condition is not known, the proof cannot be done from the right to the left. In
this situation, the new post-condition found after proving the correctness of each command
must be as strong as possible, because a significant post-condition is desirable (true is
always a valid post-condition, for instance, but it does not mean much).

One important thing is that, if there is a while command (and no arrays), its pre-
condition and post-condition are known because the loops’ invariants are given by the
user. So, when doing the correctness proof for a program without a post-condition, only
the commands after the loop need to have the correctness proof built from the left to the
right. The commands inside the loop and the ones before it can have its correctness proved
using the other way around. The whole program is not proved correct from the left to the
right because the proofs done this way are usually much larger, as it can be seen later.

It is shown below how to find the strongest post-condition for the attribution and the
if commands. The other commands are omitted: to the skip command it is only necessary
to use its Hoare Logic rule, the sequence of commands is proved correct by using the first
command’s post-condition as the second command’s pre-condition and while is always
proved correct using the other way around because its post-condition is already known [2].

In what follows, it is still assumed that the program does not deal with arrays. In
addition to this, when P(x) is used, it means that the variable x, which is the left hand
side of the attribution, does occur in P(x). On the other hand, the use of P means that x
does not occur in P. The same can be said about the expressions F(z) and E, which are
the new values of x. So, there are four cases to be analyzed. Moreover, @ is the unknown
attribution post-condition.

The four cases are the following:

{P} x:=E {Q}. In this situation, since P does not depend on z, the strongest post-
condition is @ = (P Ax = E). Therefore, supposing that P # true and P # (FE = F), the
verification proof is:

P— (PANE=E) {PNE=E}z:=E{PAz=E}

{P}z:=E{PAx=FE}

If P = true, the proof can be simplified, since the P’s which are not alone in the assertions
can be omitted. In addition to this, if P = (E = F), not only can the first simplification
be done, but the weakening also becomes not necessary.

{P} x:= E(x) {Q}. Since P does not have any information related to z, it is not always
possible to know the new value of z after the attribution, since E(x) depends on x. In some
cases, it is not possible even to know any property concerning x, so the post-condition will
be just P. In other situations, F(z) may have operations whose result does not depend
on z. E(x) =0x z and E(z) = z V true are examples of this kind of situation. If this
happen, the strategy that must be applied is the one related to the case {P} x := F {Q}.

In other cases, although it is impossible to know the value of x in the post-condition,
it is feasible to know some property about it. For instance, if P = true and E(x) = = X z,
it can be said that @ = (x > 0).

Consequently, when it is necessary to prove an attribution correctness in this situation,
it can be assumed that x already have a value before the attribution, which is unknown.



Then, after the command execution, its actual value depends on its last value. Since
it exists, the existential quantifier will be used to capture this idea. Therefore, @@ =
(PA3Jy(x = E(y))), where y ¢ FV(E). So,

P — (PA3y(E(z) = E(y))) {PAJy(E(x)=E(y))}z:=E(x) {PAJyz=E{y)}

{P} z:= E(x) {P AJy(z = E(y))}

If P = true or P = Jy(E(x) = E(y)), the simplifications described in the last case can
also be done in the proof above.

Obviously, the post-condition of the proof above can be weakened, so that it can be
equal to the ones of the examples cited above.

{P(x)} x:=E {Q}. Supposing that P(z) does not have contradictions (if it has contra-
dictions, it derives L and hence anything is a pre-condition and a post-condition) and that
the value of = before the attribution can be found when analyzing the pre-condition, it
can be said that Q = (P(a) A x = E), if the value of = is equal to a. That is, there is a
proof, using logic and the theory of the data-types involved, which proves that x = a and,
consequently, that P(z) = P(a). So, the proof is like that:

P(z) — (P(a) AE = E) {(P(a)AE =E} z:=E {P(a) Az = E}

{P(z)} z:= E {P(a) Nz = E}

If P(x) only has information concerning the value of z, the proof above can be simplified
by removing the P(a)’s.

However, if the value of & before the attribution cannot be found or it is very difficult
to know it, something similar to what is done in the last situation can be done, that is,
the existential quantifier can be introduced, once x has an initial value, although it is
unknown. It must be remembered that the bound variable introduced cannot be free in
P. Therefore,

P(z) — (3aP(a) NE = E) {3aP(a) N\E = E} z:= E {3aP(a) Nx = E}

{P(x)} z:= E {3aP(a) Nz = E}
It can be noticed that the proofs above are very similar, except that the last one has an

existential quantifier. This is so because the other one is a simplification of the last one.

{P(x)} x:= E(x) {Q}. In the proof below, the suppositions that must be done are the
same of the first proof of the last case, with the restriction that a cannot have bound
variables because a is used in E. In this situation, @ = (P(a) A x = E(a)). So,

P(z) = (P(a) A B(z) = E(a) {P(a) A E(x) = E(a)} @ := E(x) {P(a) Aw = E(a)}

{P(2)} z:= E(z) {P(a) Nz = E(a)}

The same simplification done in the last case can also be done to the proof above.
Again, if there is trouble in finding the value of x, the existential quantifier must be
introduced:

P(z) — Ja(P(a) A E(z) = E(a)) {3a(P(a) A E(z) = E(a))} z := E(z) {Fa(P(a) Az = E(a))}

{P(z)} z := E(z) {3a(P(a) Nz = E(a))}

5



In the last two cases, the program verifier which was implemented is able to find the
value of x when P(z) is a set of conjunctions of the form A; A ... A A,,, where one of the
A; is of the form x = a, a = z, x or —x. In the last two situations, x is a boolean variable
which has the values true and false, respectively.

It can be noticed that in the last three patterns, it is not always possible to find a
“good” post-condition, that is, the one that would be obtained if the formal proof was done
manually. If so, the existential quantifier would not be needed. Nevertheless, to always
obtain a “good” post-condition, a complete and consistent arithmetic module should be
part of the program verifier, which is impossible [4, 5].

One problem with the adopted approach is that the sentences and assertions can be-
come much bigger than the ones which would be obtained if the proof was done manually.
This turns the verification of the sentences more difficult to a theorem prover. On the
other hand, the proof generation is done automatically, except for the verification of the
sentences. This is a need for proof-carrying code purposes. For a general purpose program
verifier the choice may be another.

To finish off the strategies, it must be shown how to prove the if correctness from
the left to the right. Depending on the value of its test, the execution of this command
can follow two different paths. When the pre-condition P has enough information to
evaluate the test B, the pre-condition of one of the paths will have a contradiction (that
is, one between P A B and P A —B will be false). Using the strategies already shown, this
contradiction is taken to the end of the path, because it will not be removed. Therefore, it
can be said that the if post-condition is the disjunction of the post-conditions of the two
paths. As one of them is false and AV L = A, the desired result is obtained.

When P does not have enough information to evaluate B, the disjunction of the post-
conditions of the paths is indeed the i f’s post-condition. Below it can be seen how to prove
the correctness of the i f-then-else command (to prove the correctness of the i f-then, it is
just necessary to put the skip command instead of C5):

{P AB} Ci {Q} Q—-QVR {PA-B}Cy{R} R—QVR

{PAB}C1 {QVR} {PA-B} C2 {QV R}

{P} if B then Cy else C2 fi {QV R}

where Q is Ci’s post-condition and R is Cs’s post-condition, which were found when
proving their correctness from the left to the right.

4 Other Considerations, Correctness and Completeness

When proving the correctness of a program from the right to the left, the process can be
considered complete because it is based in a well-known process, the Dijkstra’s Weakest
Pre-Condition [13|. So if there is already a pre-condition to the program which reflects the
program’s behaviour together with its post-condition, it will always be possible to weaken
the old pre-condition to the one found by proving the program correctness from the right
to the left.

Moreover, the process is correct because it obeys the Hoare Logic rules and the sentences
which appeared when proving the ¢f commands correctness can be proved using Natural
Deduction or Sequent Calculus.



Since no relevant information is discarded from the pre-condition or from the post-
condition when proving a program correctness from the left to the right, and considering
what is done when showing the strategies to prove the correctness of a program this way,
it can be concluded that:

Lemma 1 The strategies for the attribution produce the strongest post-condition.
Lemma 2 The strategies for the if commands produce the strongest post-condition.

When using all the commands together in a program, it can be easily proved that:

Theorem 1 Using the strategies for proving the correctness from the left to the right always
produce the strongest post-condition for the program.

Therefore, if there is a post-condition for the program not used to prove its correctness,
which reflects the program’s behaviour together with its pre-condition, it can be obtained
by weakening the post-condition to the old one.

Furthermore, this process is also correct because it obeys the Hoare Logic rules and
the sentences which appeared when proving the if and attribution commands correctness
can be proved.

One thing that can be said about the strategies is that when using them it is only
possible to have one proof of correctness. When proving the correctness of a command
manually, one can weaken the pre-condition, strengthen the post-condition (if they are
known) or apply a rule to the command being verified. However, when using the strategies,
the correctness proof is constructed in a deterministic way, which reduces drastically the
search space. It cannot be said that forcing a way will remove a valid proof because the
weakenings can be put upwards or downwards the proof if they are not done to a while
command [2]. Below it is shown how to put the weakenings upwards in the if-then-else
command. A similar process can be done to the other Hoare Logic rules that are not
axioms, except for the while command. It can be easily proved that the first proof is
equivalent to the second and the third to the last one:

5 Problem with Arrays

The strategies of proof construction shown above turns out the proving of a program
correctness automatic, except for the verification of sentences. However, it is known that
they are valid if the program satisfies its specification. So, the proof will be correct unless
the program does not satisfy it.

Nevertheless, when arrays are included in the language used by the program verifier,
this does not seem to be automatically done anymore. Unfortunately, when proving the
attributions correctness, the strategies shown above might not behave properly with arrays.
The problem occurs when the variable which receives a new value in an attribution is a
position of an array. So, the heuristics can be used if an array position does not appear in
the left hand side of the attribution. Moreover, they can also be used if the pre-condition
(when proving the correctness from the left to the right) or the post-condition (when
proving the correctness from the right to the left) does not describe properties concerning
the whole array.



{rAB}YC1 {Q}  {RA-B}C2 {Q}

P—R {R} if B then Ci else Ca fi {Q}

{P} if B then Ci else Ca fi {Q}

PAB—RAB {RAB}C1 {Q} PA-B— RA-B {RA-B} C2 {Q}

{PA B} C1{Q} {P =B} C: {Q}

{P} if B then C else C2 fi {Q}

{PAB} Ci {R} {PAN-B} C2 {R}

{P} if B then Ci else C2 fi {R} R—Q

{P} if B then Ci else C2 fi {Q}

{(PABYC1{RY R—Q {PA-B}C2{R} R—Q

{PAB}CL{Q} {PA-B} C2 {Q}

{P} if B then Cy else Ca fi {Q}

Figura 2: Putting the weakening and strengthening upwards in the i f-then-else rule

The matter is that the properties describing arrays are usually related with all its
elements and not with a specific one. So, a theorem prover or a human being is needed to
make certain inferences relating indexes, the array position being modified and properties
concerning the whole array.

When proving the correctness of an attribution from the right to the left, the pre-
condition will be the same as the post-condition if the assertion in the post-condition is con-
cerning the entire array. For instance, in the proof below, the proof cannot be started from
the post-condition because the pre-condition will be the same as the post-condition, which
will generate an invalid sentence, which is
Vi(j < i — a[j] = j) — Vj(j < i+ 1 — alj] = j). The right way of proving its
correctness is shown below:

(PAri=i}ali] =i {PAali]j=i} PAali=i—Q

P PAi=i {PAi=i}ali] =1 {Q}

{P} ali] =i {Q}

where P =Vj(j <i—alj]=j)and Q =Vj(j <i+1— alj] = 7).

Moreover, when trying to find the strongest post-condition of an attribution, inserting
the existential can also cause trouble, because the property of the position of the array
being modified cannot be easily found in the pre-condition. In addition, if it is discovered,
the new pre-condition, which is a weaker version of the old one, is difficult to be obtained,
as inferences with the indexes must be done.

Consequently, the solution found in the implementation of the program verifier to
validate the strategies is asking the user a pre-condition or a post-condition, depending on
which information is needed.



6 Conclusions

The set of strategies proposed here were based on proof-theoretic considerations. Due
to intrinsic problems, as for example the closed connection between the array data-type
and the programming language constructs, some cases failed to be complete and, as a
consequence, a help or guidance from the user is asked. This might be expected, once in
the very starting of the process of correctness the user is present. It is reminded that the
user must provide the invariants (this can be done by annotations in the code). However,
as it is explained in the introduction, any useful environment cannot refuse the human
help, not only by reasons of finding a proof, but also because an enormous proof is the
best thing an automatic prover can do, assuming CoNP # NP.

As the work presented here is a practical one, a prototype was build and implemented
the strategies here presented. It was implemented in the SWI-Prolog v5.21 and the size
of the program is about 3500 code lines. Some experiments, correctness proofs, were done
and the general result was quite good. However, it is worthwhile to note that this research
was guided by a strong theoretical background since its very beginning. This helped quite
a lot in determining the quality of the strategies, concerning their contribution in making
the search space smaller and their completeness. Thus, it was presented a completeness
argument for the implementation, namely, when a proof for a triple {P} C' {Q} exists,
the prototype shows one and it is known that every logical sentence in it is provable. The
correctness of the prototype is a routine task, since it implements each Hoare Logic rule in
a faithful way. Again it is stressed that the arguments provided here for the completeness
were based on proof-theory approach.

Future steps in this work is the searching to provide a better treatment for arrays, which
represent the kind of data-type that uses non-local references, and to provide a reasonable
graphic output for the result; currently it is displayed in a file in text format. This last
task is important to completely fulfil the interaction with a user.
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