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Abstract. Boosting is a machine learning technique to combine several weak algorithms
and improve their accuracies. In each iteration, the algorithm changes the weights of the
examples building a different classifier. A simple final voting scheme among each classi-
fier defines the classification of a new instance. The most common used algorithm based
on boosting is AdaBoost, which starts with an uniform distribution for the examples. Un-
fortunately, there is no guarantee that this is the best choice for a initial distribution. We
propose a boosting approach to model this issue, in which one can set any initial weight
distribution. Besides that, we can also introduce a cost function to charge errors in most
representative examples. For instance, if examples come in a sequential order, with hu-
man intervention, the earlier learned examples are more representative. In this kind of
environment, one can use a skewed initial distribution like Zipf or geometric. We show
the necessary changes in the original algorithm to accommodate the choice of any initial
weight distribution.

Keywords: Machine Learning, Ensemble Methods, Boosting.

Resumo. Boosting é uma técnica de aprendizado de máquina que combina diversos al-
goritmos fracos e melhora os seus desempenhos. Em cada iteração, o algoritmo altera
os pesos dos exemplos construindo um diferente classificador. Um esquema simples de
votação final entre os classificadores define a classificação de uma nova instância. O algo-
ritmo baseado em Boosting mais comumente utilizado é o AdaBoost, que inicia com uma
distribuição inicial para os exemplos. Infelizmente, não existe nenhuma garantia de que
essa escolha seja a melhor para uma distribuição inicial. Nessa monografia, é proposta
uma abordagem baseada em Boosting para modelar essa questão, onde pode se definir
qualquer distribuição inicial para os pesos. Além disso, pode-se também introduzir uma
função de custo que penaliza erros em exemplos mais representativos. Por exemplo, se
exemplos são construı́dos de uma forma seqüencial, com intervenção humana, os exem-
plos anteriormente aprendidos são mais representativos. Nesse tipo de ambiente, pode
ser utilizada uma distribuição inicial enviesada como Zipf ou Geométrica. Nessa mono-
grafia, são apresentadas as alterações necessárias ao algoritmo original para acomodar a
escolha de uma distribuição inicial qualquer.

Palavras-chave: Aprendizado de Máquina, Métodos de Comitê, Boosting.
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1 Introduction

In modern information retrieval, text classification has become a great tool to help the
process of great amount of texts. Normally, in text classification, one or various labels are
applied to a document. For instance, if we want to typify which kind of messages a client
e-mail is acquiring, we can split them in two types, Spam and Non-Spam. Usually, it is
difficult to come up with complex high accuracy classifiers. On the other hand, it is a lot
easier to come up with simple rules that has better accuracy than random guess.

Ensemble learning algorithms, like bagging[Breiman, 1996] or boosting[Freund, 1990,
Schapire, 1990], are machine learning approaches that combine different machine learn-
ing algorithms or different views of the same algorithm to build a better classifier.

Boosting is normally used in combination with “weak” classifiers to increase its ac-
curacy. At each iteration of boosting, a classifier is built by using a weighted version of
the original corpus. To achieve better accuracies by using boosting, the used baseline
algorithm must have high variance, or instability, with respect to its training corpus.

For instance, good examples of “weak” classifiers are: classifiers based on the fre-
quencies of words and one-level decision trees.

There are several implementations that uses the boosting approach such as LPBoost
[Demiriz et al., 2002], TotalBoost[Freund and Schapire, 1996], and the most popular one,
AdaBoost[Freund and Schapire, 1995].

AdaBoost is an implementation of a boosting approach which uses an initial uniform
distribution for the examples. We here, propose a generalization for AdaBoost, called
AdaBoost.S., where we can choose whichever distribution we want for the examples. We
show that our generalization has the same advantages of the original AdaBoost and that
we can evaluate each iteration weight distribution in a similar way.

Using a non-uniform weight distribution can bring advantages, specially when using
examples obtained by an Active Learning[Cohn et al., 1994] process, or when dealing
with problems involving Rare Events[Weiss, 2005].

2 Boosting with a generalized example distribution

Let us assume that we are given an example set {(xi, yi)}n
i=1 where xi ∈ X and yi ∈

{−1,+1}}. Let us also assume that this example set is not a random sample of the original
distribution of (x, y). Usually, the examples are not randomly chosen, and have an initial
weight distribution w.

There are two options we should consider. One is to reduce the training error on the
example set by changing the initial distribution D1 of the AdaBoost algorithm. The other
is to introduce a relative cost function p that charges more to errors on more represen-
tative examples, or less representative classes. There is an interplay between this two
options that we explain in section 3.

We can express the weighting function D1 as

D1(i) = Kw(i)

where i = 1, ..., n and K is the normalizing constant expressed by

K =
1∑n

i=1 w(i)
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Although it is not required, it would be interesting to choose D1 as a non increasing
density function. Some parametric choices are: uniform, geometric and Zipf. In Table 1,
we summarize the weighting established by these three densities.

Density D1 w

uniform 1/n 1
geometric qi−1(1− q)/1− qn qi

Zipf 1/Hni 1/i

Table 1: Weighting Densities

Now, we introduce Adaboost.A, a variant of the AdaBoost algorithm. In Algorithm
1, we show a pseudocode for Adaboost.A, which is very similar to the original Adaboost
algorithm.

Algorithm 1 The boosting algorithm AdaBoost.A
Input: {(xi, yi)}n

i=1 where xi ∈ X and yi ∈ {−1,+1}}, wn
i=1 and pn

i=1

Initialize D1(i) = K.w(i)
for i = 1 to T do

train base learner using distribution Dt

get base classifier ht : X → {−1,+1}
choose αt ∈ <
update the example distribution

Dt+1(i) = Dt(i)e−αtyiht(xi)/Zt

where Zt =
∑n

i=1 Dt(i)e−αtyiht(xi)

end for
Output: the final classifier

H(x) = sign
(∑T

t=1 αtht(x)
)

The novelty is that Adaboost.A accepts a general distribution for D1 and a general cost
function p that measures example errors. Due to this change, a different value of αt is
also required in order to guarantee that the error rate of the combined predictor H is
improved.

Using a greedy strategy, we show in section 3 that with the value of αt given by

αt =
1
2
ln

(∑
i∈Ct

Dt(i)p(i)/w(i)∑
i∈Mt

Dt(i)p(i)/w(i)

)
(1)

we improve the training error of the final H, where Ct = {i|ht(i) = yi} and Mt =
{i|ht(i) 6= yi}

It is interesting to note that when D1 is from the Zipf family then αt is given by

αt =
1
2
ln

(∑
i∈Ct

iDt(i)p(i)∑
i∈Mt

iDt(i)p(i)

)
(2)

Similarly, when D1 and p are both uniform we get the same value as in standard Ad-
aBoost. In this case, AdaBoost.A reduces to AdaBoost.

Finally, we observe that equation (1) is general, since it makes no extra assumption
on the initial distribution D1.
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3 Training Error

Now, we should proceed to the evaluation of the boosting αt parameter.
Let the final classifier H be given by

H(x) = sign (f(x))

where the score f(x) is defined by

f(x) =
T∑

t=1

αtht(x).

Hence,
f(x) = H(x)|f(x)|.

The training error τ of the binary predictor H is usually defined by

τ =
|M |
n

where M is the mistake given by M = {i|H(i) 6= yi}.
Whenever p is a relative cost function over the example set, one can define the weight-

ed training error τp of the binary predictor H by

τp =
∑
i∈M

p(i).

Now, we generalize a well known bound on the training error τp.
First, observe that

n∑
i=1

e−yif(xi)p(i) =
n∑

i=1

e−yiH(xi)|f(xi)|p(i)

=
∑
i∈M

e|f(xi)|p(i) +
∑
i/∈M

e−|f(xi)|p(i)

≥
∑
i∈M

1.p(i) +
∑
i/∈M

0.p(i)

=
∑
i∈M

p(i) = τp.

Therefore,

τp ≤
n∑

i=1

e−yif(xi)p(i). (3)

On the other hand,

n∑
i=1

e−yif(xi)p(i) =
n∑

i=1

p(i)
T∏

t=1

e−yiαtht(xi)

=
n∑

i=1

p(i)
T∏

t=1

Zt
Dt+1(i)
Dt(i)

=

(
T∏

t=1

Zt

)
n∑

i=1

DT+1(i)
p(i)

D1(i)
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However,

n∑
i=1

e−yif(xi)p(i) =
∑n

i=1 e−yif(xi)p(i)∑n
i=1 p(i)

=
∑n

i=1 e−yif(xi)p(i)∑n
i=1 D1(i)p(i)/D1(i)

and so,

n∑
i=1

e−yif(xi)p(i) =

(∏T
t=1 Zt

)∑n
i=1 DT+1(i)p(i)/D1(i)∑n

i=1 D1(i)p(i)/D1(i)

=
T∏

t=1

∑n
i=1 ZtDt+1(i)p(i)/D1(i)∑n

i=1 Dt(i)p(i)/D1(i)

=
T∏

t=1

(
e−αt

∑
i∈Ct

Dt(i)p(i)/D1(i)∑n
i=1 Dt(i)p(i)/D1(i)

+
eαt
∑

i∈Mt
Dt(i)p(i)/D1(i)∑n

i=1 Dt(i)p(i)/D1(i)
)

we can also rewrite this equation as follows,

n∑
i=1

e−yif(xi).p(i) =
T∏

t=1

Rt (4)

where Ct = {i|ht(i) = yi}, Mt = {i|ht(i) 6= yi} and

Rt =
e−αt

∑n
i∈Ct

Dt(i)p(i)/D1(i)∑n
i=1 Dt(i)p(i)/D1(i)

+
eαt

∑n
i∈Mt

Dt(i)p(i)/D1(i)∑n
i=1 Dt(i)p(i)/D1(i)

Combining (3) and (4), we get that

τp ≤
T∏

t=1

Rt. (5)

and if we define At such as

At =
∑

i∈Mt
Dt(i)p(i)/w(i)∑n

i=1 Dt(i)p(i)/w(i)
≤ 1.

we can rewrite Rt as follows,

Rt = e−αt(1−At) + eαt(At)

On each round t, we greedily choose αt to minimize Rt, obtaining:

dRt

dαt
= −e−αt(1−At) + eαtAt = 0

αt =
1
2
ln

(
1−At

At

)
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And for this value,

Rt =

√
At

1−At
(1−At) +

√
1−At

At
(At)

= 2
√

At(1−At) ≤ 1

Whenever At is smaller than 1/2, Rt reduces the bound on the training error τp.
In that case, αt 6= 0 and ht is included in the score function f .

4 Conclusions

The use of ensemble methods like boosting improves the accuracy of several machine
learning algorithms. These methods create a series of weak classifiers that perform well
for different kinds of examples. A simple voting method, based on each classifier’s accu-
racy, is used to combine all classifiers.

The major contribution of this work is a generalization of the AdaBoost algorithm
called AdaBoost.A, which can accept any initial weight distribution and an error cost
function for the examples.

These changes in the original algorithm may provide great benefits when working
with corpus with non-iid data or high unbalanced distributions. An example of the first
case are the examples obtained by an Active Learning Tagging process with a minimum
confidence choice. An example of the second case are the examples inside a corpus with
rare classes.
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