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Abstract: Most times, services or daemons are written in C and, therefore, are subject-
ed to Buffer Overflow Attacks and other exploits that the C language is vulnerable. 
When such services perform authentication, and are successfully exploited, the attack-
er may gain access to user credentials, session keys and even the Private Key of a digi-
tal certificate. In this work, we propose an architecture for modeling and implementa-
tion of services and client applications, using Multi-Agent Systems concepts to miti-
gate the damage an attacker could inflict on a system. Our approach also improves the 
resilience to Denial of Service Attacks, since an intelligent agent can learn from past 
experiences and be pro-active in the defense of a system under attack.  

Keywords: Agents, Security, MAS, Buffer Overflow, Heartbleed 

 

Resumo: Na maioria das vezes, serviços ou daemons são escritos em C e, portanto, es-
tão sujeitos a ataques de Buffer Overflow e outras vulnerabilidades que a linguagem C 
é susceptível. Quando tais serviços envolvem  autenticação e são explorados com êxito, 
o atacante pode obter acesso a credenciais de usuário, as chaves de sessão e até mesmo 
a chave privada de um certificado digital. Neste trabalho, propomos uma arquitetura 
para modelagem e implementação de serviços e aplicações de cliente, usando conceitos 
de sistemas multiagentes para atenuar o dano que um invasor poderia causar em um 
sistema. Nossa abordagem também melhora a capacidade de resiliência a ataques de 
negação de serviço, visto que um agente inteligente pode aprender com as experiências 
passadas e ser proativo na defesa de um sistema sob ataque. 
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1  Introduction 

 

Servers run services or daemons to receive requests from clients and return results. 
However, before disclosing sensitive information, services use authentication proto-
cols, such as the Transport Layer Security (TLS) [1], to authenticate both the client and 
the server, establishing a secure communications channel during the process[2]. 

Many Authentication Protocols use asymmetric cryptography to authenticate each 
endpoint and a negotiated symmetric session key to ensure confidentiality, after the 
authentication phase. The most important asset of the authentication protocols relying 
on asymmetric cryptography is the Private Key. If the Private Key is misused or stolen, 
the authentication is compromised, meaning that any person or entity can impersonate 
the true owner of the Private Key[3]. Likewise, if session keys are compromised, an at-
tacker could eavesdrop or even steal the session. The perpetrator may cause consider-
able damage to the system and leave the blame on the attacked user. 

Most times, services or daemons are written in C or C++ and, therefore, are subject-
ed to Buffer Overflow Attacks[4] and other exploits that the C language is suitable.  

One type of attack that exploited buffer overflows and have caused major damages 
is the Heartbleed Attack[5]. This attack is capable of stealing user accounts, passwords, 
session keys and even private keys[6]. One of the reasons Heartbleed achieved such 
success is because the services that used the affected versions of Open-SSL[I] were de-
signed to run in a single process, storing in main memory the session keys, cached user 
credentials and the Private Key of the digital certificate. 

By distributing a single service into an architecture composed of two agent plat-
forms, we can mitigate the damage a Buffer Overflow Attack or an attack such as 
Heartbleed could impose on an exploited system. Each agent platform runs under an 
isolated process. However, only one of the platforms (the insecure platform) is ex-
posed to the Internet or any other network. The other platform (the secure platform), 
which stores private keys, user credentials and session keys in memory, is not exposed. 

A Multi-agent System (MAS) is an excellent paradigm to model an implement secu-
rity oriented software. MAS is composed of agents. “An agent is a computer system 
that is situated in some environment, and that is capable of autonomous action in this 
environment in order to meet its design objectives” [7]. 

According to Wooldridge[7], any system service or daemon could be viewed as an 
agent. Services run continuously, reacts to the changes in the environment and pro-
cesses information without user intervention (autonomy). 

Having agents doing specific and isolated functions increases security. By defini-
tion, agents do not know the entire system [7][22]. Such feature is very well tuned with 
the concept that information should be disclosed on a need to know basis [8]. 

Using MAS concepts, we propose an architecture to implement system services or 
client applications, particularly the ones that need to access sensitive information and, 
as a result, require authentication and confidentiality. Our approach focuses on two 
agent platforms running in two different processes. The insecure platform would be 

                                                      
I http://www.openssl.org 
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exposed to the insecure network via TCP/IP sockets, while the secure platform would 
run on another process with no direct interfaces. 

2  Background 

2.1  The Buffer Overflow Attack 

Buffer overflows occur when more bytes are written into a memory area (buffer) than 
the initially allocated size. If an attacker gains control of what is written into this 
memory area, he can perpetrate buffer overflow attacks [9]. 

Services or daemons such as http open sockets and receive requests to be processed 
and returned to the originating client. The goal of the Buffer Overflow Attack is to dis-
rupt the stack pointer (ESP) of the CPU [10]. By injecting code instead of a well formed 
message, the service will pass the received message as a string to a function to be pro-
cessed. The memory space in which temporary data is stored is the stack. The stack 
grows and shrinks dynamically during the process execution. If the received string is 
greater the allocated size of the buffer, the stack grows in order to hold the amount of 
data it received. The stack grows from higher memory addresses to lower memory ad-
dresses. If such grow reaches the memory area where the returning address to the 
main program is held, when the functions terminates its processing it will return con-
trol to another address. In a successful attack, the process will execute the code injected 
by the attacker [11]. 

 
Figure 1 - A Buffer  Overflow Attack [II] 

Buffer overflow attacks are the main cause for most of the cyber-attacks such as 
server breaking in and malware insertions [12]. They are the responsible for the vast 
majority, if not all, the worms [13] and the most commonly reported source of software 
vulnerabilities [10]. 

Kundu and Bertino (2011) [9] and Strackx et al. (2009) [12] demonstrated how simple 
coding can be so vulnerable to Buffer Overflow Attacks.  
                                                      
II Source: https://under-linux.org/content.php?r=5132 
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Buffers can be allocated on the stack, the heap or in the data segment in C. For ar-
rays that are declared in a function body, the necessary space is reserved in the stack. 
Buffers that are allocated dynamically are put on the heap, usually via the malloc func-
tion, while global or static arrays are allocated in the data segment. The array is ma-
nipulated by means of a pointer to the first byte. Bytes within the buffer can be ad-
dressed by adding the desired index to this base pointer [12]. 

 
Figure 2 - A simple C function vulnerable to the Buffer Overflow Attack 

 

Form the code in Figure 2 we may observe that at run-time no information about 
the array size is available. As a result, the compiler will generate a code that will allow 
copies beyond the bounds of the array. Therefore, the generated code will write data to 
the adjacent memory area, stopping only and a \0 character is found indicating a null 
terminated string [12]. 

The only way to prevent Buffer Overflow Attacks is by adding security features on 
C functions or the entire C language such as automatic memory management, strong 
typing, and overflow checks [15]. However, such security features would also introduce 
a significant overhead in the programs generated with the listed security features. 

In order to mitigate Buffer Overflow Attacks and malware propagation, various 
products and services are available but none are effective against poor programed 
software like the Heartbleed bug[5]. 

2.1.1  Protecting Against Buffer Overflow Attacks 

There are two main methods of detecting or preventing buffer overflow attacks, 
whichever are either over network or on the host machine [11].  

• Network Based Intrusion Detection and Prevention Systems (NIDS) 

• Host Based Protection Mechanisms 

NIDS are based on deep packet inspection. Both the header as well as the payload 
of the packets are checked with predefined signatures to identify whether it contains 
malicious data or not [14]. Several commercial products, for instance Symantec End-
point Protection[III], have incorporated NIDS as part as their anti-virus anti-malware 
suite. However, as any anti-virus, it can only detect threats present in its knowledge 
base, even if it uses heuristics to detect unknown threats. New developed attacks may 
not be detected by the scanning mechanism. 

The most widely used Host Based Protection Mechanisms are Data Execution Pre-
vention (DEP) and Address Space Randomization (ASLR) [15]. DEP prohibits memory 
pages from being both writable and executable, thereby preventing an adversary from 
injecting and directly executing code. ASLR randomizes code reuse where an attacker 

                                                      
III http://www.symantec.com/endpoint-protection/ 
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will try to use existing functions in the c-library of a system (return-to-libc), which are 
known to be vulnerable, instead of injecting their own code, and, as a consequence, 
circumvent DEP. Currently, ASLR implementations randomize the base (start) address 
of segments such as the stack, heap, libraries, and the executable itself between con-
secutive runs of the application. The primary objective is to force attackers to guess the 
location of the functions and instruction sequences needed to successfully launch a 
code reuse attack. ASLR is known to be vulnerable to brute-force attacks [16] and to 
memory disclosure attacks [17].  

All of the authors referenced in this section agree that Buffer Overflow Attacks are 
the result of poor constructed software, which employ unsafe string handling func-
tions or inadequate array bounds checking. 

2.1.2  The Heartbleed Attack 

The Heartbleed Attack is considered the most serious vulnerability revealed. Bruce 
Schneier (2014) [5] considered the bug “catastrophic” and on the scale of 1 to 10, 
Heartbleed is 11. More than half a million servers were affected, including Schneier’s 
own web site. 

The initial attack is the exact opposite of the Buffer Overflow Attack. Instead of 
writing more bytes than the buffer could handle, the attacker would send a string of 
ten bytes, for instance, but will pass 64K as the string length. Because the size of the 
string and the reported string length were not programmatically checked  and 
matched (the core of the bug), the response was a 64K long string. The original 10 
bytes plus all of the remaining bytes of the adjacent memory area. 

The attack was designed to exploit the heartbeat extension of TLS. It is a keep-alive 
feature in which one end of the connection sends a payload of arbitrary data to the 
other end, which sends back an exact copy of that data to prove that the other end re-
ceived the original message and everything is fine [18]. 

The exploit was possible because there were no bounds check prior of a call to the 
memcpy C function, which is vulnerable to Buffer Overflow Attacks.  

“An attacker can trick OpenSSL into allocating a 64KB buffer, copy more bytes than 
is necessary into the buffer, send that buffer back, and thus leak the contents of the vic-
tim's memory, 64KB at a time” [19].  

The attacker can repeat the exploit numerous times, each time bringing different 
memory portions of the Server. The server’s responses could include user credentials 
(account names and passwords or passwords hashes), session keys and the Private 
Key of the server’s digital certificate. 

Against Heartbleed, none of the Buffer Overflow protections would work, simply 
because the heartbeat message was a legitimate one, only with the message length pa-
rameter altered. Also, the message is sent encrypted with the session key, making it 
more difficult for an IDS/IPS software to scan for malware. 
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Figure 3 - The Heartbleed Attack [IV] 

 

2.2  Multi-Agent Systems (MAS) 

Multiagent systems (MAS) are societies in which autonomous entities (agents), hetero-
geneous and individually designed, work according to objectives that may be common 
or different [20]. Agent technologies are well recognized as way of representing and 
reasoning about complex real world problems in the field of information and commu-
nication technologies [21]. An agent is a process or a thread that runs continuously, re-
acts to changes in the environment and has autonomy to achieve its designed goals. 
There are two main types of agents: Reactive Agents and Intelligent Agents [22]. 

2.2.1  Reactive Agents 

 
Figure 4 - Reactive Agent 

Reactive Agents are computer systems that are capable of autonomous action in some 
environment in order to meet their design objectives. An agent will typically sense its 
environment (by physical sensors in the case of agents situated in part of the real 
world, or by software sensors in the case of software agents), and will have available a 
repertoire of actions that can be executed to modify the environment, which may ap-
pear to respond non-deterministically to the execution of these actions [22]. 

                                                      
IV http://regmedia.co.uk/2014/04/09/openssl_haertbleed_diagram.png 
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2.2.2  Cognitive or Intelligent Agent 

An intelligent agent is one that is capable of “flexible” autonomous action in order 
to meet its design objectives[22], where flexibility means three things: 

• Reactivity: intelligent agents are able to perceive their environment, and re-
spond in a timely fashion to changes that occur in it in order to satisfy their 
design objectives 

• Pro-activeness: intelligent agents are able to exhibit goal-directed behavior 
by taking the initiative in order to satisfy their design objectives 

• Social ability: intelligent agents are capable of interacting with other agents 
(and possibly humans) in order to satisfy their design objectives. 

One of the widely known architectures for designing and implementing cognitive 
agents is the belief-desire-intention (BDI) architecture, following a model initially pro-
posed by Bratman [23], which consists of beliefs, desires and intentions as mental atti-
tudes that deliberate human action. Rao & Georgeff [24] adopted this model and trans-
formed it into in a formal theory and an execution model for BDI agents, serving as a 
basis for the implementation of several BDI agent platforms. However, two limitations 
of the BDI model are well known [25]: i) Its lack of learning competences; and ii) Its lack 
of explicit multi-agent systems (MAS) aspects of behavior. The limitations of the BDI 
model are the subject of what is now known as MAS learning [26] [27], roughly charac-
terized as the intersection of Machine Learning (ML) and MAS. 

Although the agents in a MAS can be programmed with behaviors designed in ad-
vance, it is often necessary that they learn new behaviors, such that the performance of 
the agent or of the whole MAS gradually improves [28],[26].  

In order to be pro-active, an agent must have a learning module [29]. This module 
saves its experiences in a Knowledge Base for future reference. For example: an agent 
may decide to block an IP address if it deduces that such address is the source of an 
attack. After some time, it may decide to unblock the previously blocked address. 
However, if the address is believed to be the source of other attacks, the agent may de-
cide to block the address for a longer time and, possibly, to send a message to the IP 
owner, reporting the attack and ask for verification and correction of the alleged mis-
used address.  

Because of the social ability of intelligent agents, they express behaviors according 
to their goals and their design strategies to achieve their goals. They may express co-
operative behavior, meaning they help other agents to achieve their goals or they may 
express selfish behavior, meaning they do not cooperate with other agents.  

In order to express social behavior, each agent should incorporate a learning mod-
ule to learn and explore the environment. In addition, due to interaction among the 
agents in a multi-agent system, they should have some sort of communication between 
them to behave as group [30]. The advantage of multi-agent learning is that the perfor-
mance of the agent or of the completely multi-agent system gradually improves [31]. 
For example, Russel and Norvig [43] have conceptually structured generic learning 
agent architecture as depicted below. 
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Figure 5 - Cognitive or Intelligent Agent 

 

2.2.3  Trust and Reputation 

Trust and reputation concepts are widely used in various fields of computer science, 
such as evaluation systems, P2P networks, grid computing, game theory, e-commerce, 
semantic web, software engineering, web services, and recommendation systems [32]. 
Trust is defined as subjective probability with which agents assess that other agents 
will perform a particular action, while Reputation is defined as a subjective probability 
with which agents assess that other agents will provide trustful testimonies [33]. 

Because agents have autonomy to achieve their design goals, they may even lie 
(present false information) if it is in their interests to achieve their goals. By doing so, 
they lose reputation. When an agent’s reputation level lowers bellow a certain point, 
other agents will decide not to trust such an agent anymore. 

Because the MAS definition of trust conflicts with the definition of trust in the secu-
rity domain, one must be very careful to adopt the concepts of Trust and Reputation 
for agents when designing a system for the security domain. 

In our proposal, we decided not to use agent Trust and Reputation concepts. 

2.2.4  Developing Multi-Agents Systems 

Since agents need to find other agents and establish communications with them, 
standards have to be specified and followed. FIPA [V] provides the standards for build-
ing frameworks to be used for MAS development. FIPA specified an abstract architec-
ture, leaving implementation details and internal architectures to platform developers 
[34].  

 

 
Figure 6 - FIPA reference model of an agent platform 

                                                      
V The Foundation for Intelligent Physical Agents. http://www.fipa.org 
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The Agent Management System (AMS) is a mandatory module that exerts supervi-
sory control over access to and use of the platform; it is responsible for maintaining a 
directory of resident agents (white pages) and for handling their life cycle.  

The Directory Facilitator (DF) is the optional module that passes on yellow page 
services to the agent platform.  

The Message Transport System (MTS) is another mandatory module, which pro-
vides communications between agents. An Agent communicate with other agents by 
message exchange. The specifications also define the Agent Communication Language 
(ACL) [34]. 

2.3  Cryptography Basics 

The word Cryptography comes from the Greek words kryptós (hidden) and gráphein 
(to write) [35]. Cryptography is used to protect sensitive or secret data in a way that un-
authorized people or computerized systems are unable to understand or make use of 
the data. In Computer Science, Cryptography works in 3 steps [36]: 
 

Encryption: the process to cipher the original message. The message could be plain 
text, an image, a stream of bits, voice data or any form binary data. The Ciphered mes-
sage C is obtained by applying the function E on the original message M.  

 
C = E(M) 

 
 
 
 
 

• Transmission of the ciphered message 
 
• Decryption: the process to decipher the ciphered message back to the original 

message. The original message M is obtaining by applying the function D on 
the ciphered message C 

 

M = D(C) 

 
Figure 7 - Encryption and decryption 

Cryptography performs major roles in information security. It helps to enforce Con-
fidentiality, Integrity, Authenticity and Non-Repudiation. 

The Mechanics of Cryptography involves a sender (Alice), a receiver (Bob) and 
sometimes a trusted third party (Trent) [37]. There are cryptographic algorithms that 
involve more parties. 
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2.3.1  Algorithms and Keys 

Since Encryption and Decryption are functions, they are based on an algorithm. If the 
security is based on the algorithm, then the algorithm must be kept secret at all costs. If 
it leaks, everybody that uses the algorithm needs to change it. The solution to this 
problem is the use of public but strong cryptographic algorithms that use one or more 
keys to encrypt and decrypt messages. If the keys are compromised, the parties in-
volved just need to change the keys, maintaining the algorithm. When an algorithm 
uses keys, the encryption and decryption functions are expressed C=EK(M) and 
M=DK(C), respectively, such that DK(EK(M))=M holds [38]. Security is based in the size 
and complexity of the key (the longer and the more complex the better) and the com-
plexity of the algorithm (usually, the more complex the better). Complexity of the algo-
rithm increases the difficulty to write another algorithm capable of decrypting the ci-
phered message or capable of deducing the encryption key. Complexity of the key in-
creases the difficulty to guess the key in a brute force attack. 

2.3.2  Symmetric Algorithms 

Algorithms that use the same key to encrypt and decrypt messages are called sym-
metric algorithms. Alice and Bob must agree on a single encryption and decryption 
key which would be used by both [39].  

The problem with symmetric algorithms is how Alice and Bob negotiate a session 
key (a symmetric key used in one communications session) in an insecure channel. Un-
less they agree to meet in person and negotiate the key, there is always the possibility 
that an eavesdropper listens to the key negotiation and renders the encryption process 
useless. On the other hand, an active attacker can do much worst. An active attacker 
can negotiate a session key with Alice and another with Bob. Then, he can decrypt Al-
ice’s message, forge another message and send it to Bob. Bob thinks he received an au-
thentic message from Alice and Alice doesn’t know Bob received a false message. 

 
Figure 8 - Symmetric encryption and decryption 

2.3.3  Asymmetric Algorithms 

Algorithms that use different encryption and decryption keys such that even in pos-
session of one of the keys one cannot calculate the second in a reasonable amount of 
time are called asymmetric algorithms. One of the keys is the Public Key that can be 
widely distributed. The other key is the Private Key known only by its owner. Messag-
es encrypted with the Public Key can only be decrypted by the Private Key. 

The most widely used asymmetric algorithms are the RSA, El-Gamal and Elliptic 
Curves [40].  
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Figure 9 - Asymmetric Algorithms 

2.3.4  Digital Signatures 

A digital signature is an algorithm designed to validate the authenticity of a digital 
message. A valid digital signature gives the recipient reason to believe the message the 
have not been modified while in transit, enforcing Integrity. If the digital signature is 
bound to an unique person or organization the recipient has reason to believe the mes-
sage was created by a known sender, such that the sender cannot deny having sent the 
message, enforcing both non-repudiation and authentication. One way hash algo-
rithms is a good way to provide integrity. If Alice sends a message to Bob with a SHA-
128 hash[41] attached to the message and the message is tampered while in transit Bob 
will calculate the SHA-128 hash of the received message and it will not match the 
SHA-128 hash supplied by Alice. However, a one-way hash algorithm does not en-
force non-repudiation or authentication.  

Alice enforces authenticity by generating a hash of the message and encryption of 
the hash with her Private Key, digitally signing the message. Alice provides authenti-
cation and non-repudiation, because the digital signature can only be verified by Bob 
with Alice’s Public Key and a new hash computed of the received message. If the veri-
fication process fails, either the message lost integrity during transmission or it was 
tampered by an attacker. However, if the verification processes succeeds, the message 
is authentic and non-repudiation may be assured [42]. 

 
Figure 10 - Digital Signature generation 

 

 
Figure 11 - Digital Signature verification 
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3  The Proposed Solution 

We propose an architecture composed of two FIPA compliant agent platforms. The 
agent platform exposed to the insecure network is the Insecure Platform.  The agent 
platform not exposed to the insecure network is the Secure Platform. 

Each agent platform must run in an independent process. Inter-process Communi-
cations (IPC) between the platforms must be done using either named pipes or mes-
sage queue. Message queue should be the preferred method because it increases mod-
ularity, scalability and, most importantly, security [43]. 

 
Figure 12 - The Proposed Architecture 

3.1  The Insecure Platform 

The insecure platform handles all network traffic, transfers most cryptographic opera-
tions to the secure platform and must run in a separate process and memory space. 

In order to mitigate any damage caused by attacks, the insecure platform must not 
store session keys, private keys or user credentials. 

Even though most services or daemons run on root or system accounts, the process 
in which the insecure platform runs should not be executed with such high privileges.  

The Directory Facilitator exists to help interaction among other agents, such as 
agents performing the role of plugins. 

3.1.1  The Interface Agent (IA) 

The IA is an intelligent agent responsible for providing a transparent security layer for 
a service running in a server or a client application. 

The IA should have the autonomy to discard non protocol compliant requests and 
block IP addresses that the IA interprets as sources of attacks for short or long periods 
at its discretion. For instance, the more an IP address is used to attack the system, the 
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longer it will be blocked. As a result, the Interface Agent will play the role of a NIDS 
(2.1.1 .  

The IA should have a Knowledge Base to log attacks attempts and use those attacks 
as a reference for learning and for identification of future attacks. 

The IA is the only point where services or applications can initiate communications 
and exchange information with the authentication system.  

The IA does not have access to private keys, the session keys, or user credentials. 
Hence, a successful attack at the insecure platform and a dump of the entire memory 
of the process to a remote attacker would not reveal any sensitive information. 

The IA will route encrypted data as well as unencrypted service requests to the 
Crypto Agent in the secure platform, after it is satisfied that the request is not an at-
tempt to attack the system. 

The IA may handle digital signature verifications, which only require the use of the 
Public Key of a digital certificate. Likewise, the IA handles certificate chains valida-
tions. 

More than one Interface Agent may exist in the insecure platform, in order to han-
dle large amounts of service requests. Nevertheless, they express selfish behavior. 
They are not to cooperate with any other Interface Agent, although they are required 
to honor other agents requests (agents performing the role of plugins), if they are not 
busy, and treat those requests as if they were requests from outside the platform. 

The roles performed by the IA agents make the entire system more resilient to De-
nial of Service Attacks, since they have the autonomy to discard packets arriving from 
addresses they believe to be harmful packets to the system. 

3.2  The Secure Platform 

The secure platform handles the session keys, private keys, user credentials and is re-
sponsible to execute service requests. If necessary, it may run under a root or system 
account. It must also run as an independent process. 

No foreign or visiting agents may exist in the secure platform. As a result, the Direc-
tory Facilitator module is not required. 

3.2.1  The Private Key Operations Agent (POA) 

The POA is a reactive agent whose only design goal is to respond to the Crypto Agent 
messages. It only performs the following specific functions with the Private Key: 

• Asymmetric decryption with the Private Key 

• Signing with the Private Key (digital signature generation) 

• Generation of the Public and Private Key pair, when required by an applica-
tion 

The POA must have the autonomy to decide whether or not to honor requests. For ex-
ample: if it receives a hash to sign with the Private Key, but the received hash is com-
posed of a string filled with spaces, it should not honor the request and return an error 
message. Likewise, if it understands the message to use the Private Key is for crypta-
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nalysis purposes or Private Key guessing, it should not return a digital signature but 
an error message instead.  

In order to enhance security, the POA thread must be the only one with the Private 
Key stored in memory.  

The purpose of a specific agent to deal with the Private Key is to diminish the pos-
sibility of Private Key theft or misuse. Also, the mathematical operations done with an 
asymmetric Private Key are at least one hundred times slower than an operation done 
with symmetric keys[44]. Having a dedicated agent to deal with Private Key opera-
tions, frees the Crypto Agent to perform other duties. 

3.2.2  The Crypto Agent 

The Crypto Agent is a reactive agent, who manages communications between the 
Interface Agents and the Service Provider Agents, even if the request comes unen-
crypted. There is not direct communications between an Interface Agent and a Service 
Provider Agent.  

The Crypto Agent handles all symmetric session keys. If a session key has not been 
established yet, and a creation of a session key is necessary, the Crypto Agent will 
forward the request to the POA. The message returned by the POA will be the either 
the session key itself or part of the session key.  

If the request comes after a secure session has been established, the Crypto Agent 
will decrypt the request, using the proper session key and authenticate the requester if 
required by the application. After the successful authentication, the Crypto Agent will 
forward the request to be processed by a Service Provider Agent. The returned results 
will be encrypted with the session key and returned to the IA, which will then forward 
the results to the client application. 

The Crypto Agent also has the role of a dispatch center. It has a directory with the 
current status of each Service Provider Agent. It assigns requests to the first available 
Service Provider Agent. If all Service Provider Agents are busy, it may queue pending 
requests or return a too busy message to the IA. Developers are free to specify how 
many Service Provider Agents their solution will have and how their applications will 
deal with exhausted resources.  

3.2.3  The Service Provider Agent (SPA) 

The Service Provider Agent is a reactive agent responsible to process the requests and 
return the results to the Crypto Agent. As soon as it receives the request, it will send a 
message to the Crypto Agent, informing its status changed from “READY” to “BUSY”.  

The SPA will use the authenticated user account or a specific visitors account to 
process to request. Is the access is denied, because the account does not have the neces-
sary privileges, the SPA will inform the Crypto Agent that the user has insufficient 
privileges and that its status is now “READY”, meaning it is available to process other 
requests. 

If the user is authorized, the SPA will process the request the way it was designed 
to do. When the request is processed, the SPA will return the results to the Crypto 
Agent and inform the Crypto Agent that its status is now “READY”. 
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4  Implementation 

To demonstrate the feasibility of the proposed architecture, we implemented a proto-
type with two processes: the first emulates the Interface Agent of the insecure plat-
form. The second emulates part of the Crypto Agent and Private Key Operations 
Agent of the secure platform. Each platform was modeled as an independent executa-
ble. The prototype was implemented with Microsoft Visual FoxPro 9.0 SP2. Communi-
cations between platforms is achieved by named pipes[45]. RSA[46] Asymmetric cryp-
tographic functions are provided by Chilkat[VI] commercial libraries. The FoxPro lan-
guage has the DISPLAY MEMORY [TO FILE] command, which dumps every variable, 
array and object defined into a text file. This mimics the Heartbleed Attack or a Buffer 
Overflow Attack that executes a memory dump into a remote location. An edit box 
and three command buttons emulates requests handled by the Interface Agent, while  
decryption with the Private Key, digital signature and key pair generation emulates 
the Private Key Operations Agent. 

The secure platform do not allow short strings to be decrypted with the Private Key 
or a digital signature of a hash containing a single character duplicated several times to 
be digitally signed. 

 
Figure 13 - Digital Signature and Asymmetric Decryption 

Figure 13 displays two operations: first the digital signature of the emulated hash 
010203040506070809AABBCCDDEEFAFB and, second, an asymmetric decryption  op-
eration. The plain text “The quick brown fox jumps over the lazy dog” was encrypted 
with the Public Key before it was sent to the secure platform for decryption. 

By clicking in the “Simulate HeartBleed Attack” button, we invoke a method which 
executes the command DISPLAY MEMORY TO FILE memorydump.txt and a instanti-
                                                      
VI http://www.chilkat.com 
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ates a form object that opens the generated file, emulating a remote view of the defined 
variables of the insecure platform. 

 
Figure 14 - Memory Dump Remotely Visualized  

Even dumping the entire memory from the insecure platform, the Private Key was 
not revealed. Only the Public Key (PUK) was shown. 

 

5  Related Work 

Torrellas and Sheremetov (2003) [47], proposed an architecture for agent security and 
authentication. In their proposal, they used a CryptoAgent, responsible for encryption 
and decryption operations. They argued that the advantage of such modular design 
was that other components (even mobile agents) could use the functionality offered by 
CryptoAgent and that the platform could be made unaware of any additions or chang-
es to cryptographic functions offered by this agent. Our proposal also takes in consid-
eration the transparency of cryptographic methods offered by the Private Key Opera-
tions Agent, but our primary concern is the protection of sensitive data, particularly 
the Private Key, from other unauthorized agents or programs. 

Likewise, Shakshuki et al. (2004) [48] proposed a Multi-Agent System to act as a 
middleware between users and the network. The middleware was specified to provide 
authentication, local and foreign authorization and service providing, where agents 
would be allocated to process the users’ requests. 

Shi et al. (2006) [49] proposed InfoShield: a security architecture designed to protect 
in memory information usage. InfoShield was designed to ensure that sensitive data 
are used only as needed by application semantics, therefore preventing misuse of in-
formation, by embedding specialized verification and tracking instructions inside the 
applications. 

Lee at al. (2016) [50] proposed a two phases solution for computing environments for 
IoT (Internet of Things) services. The solution contains a secure compiler to identify 
and prevent weaknesses in the input program source code in C/C++, while the Secure 
Virtual Machine, monitors and handle Buffer Overflow Attacks and Exception Han-
dlers.  

6  Conclusions and Future Works 

In this paper, we proposed an architecture capable of mitigating Buffer Overflow At-
tacks using Multi-Agent Systems concepts. We showed that, even if the insecure plat-
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form is successfully exploited, sensitive data such as user credentials, session keys and, 
most importantly,  the Private Key are not revealed. Because agents do not have a full 
perspective of the entire system, they are a very good approach to build applications 
and services in which security is paramount, since, from the security point of view, 
information is disclosed on a need to know basis. Agents also improve the resilience of 
the architecture to Denial of Service Attacks since agents can be dynamically created as 
needed or terminated by the Agent Management System, if they are not fulfilling their 
roles correctly. Also the Interface Agents are intelligent and capable of detecting at-
tacks and block the originating addresses. 

It would also be very difficult for an attacker to inject code while preserving the Agent 
Communications Language. Any ACL incompliant message would be immediately 
discarded by the Message Transport System, and the originating agent penalized. If an 
exploited agent insists on sending incompliant ACL messages it will eventually be 
terminated by the Agent Management System. 

In the future, we hope to use this platform to model and implement authentication 
services and protocols. 

A separate study must be done in order to assess performance issues, since it is likely 
the proposed architecture would run slower than a single service or daemon. 
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