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Abstract. [Context] Although software development is an inherently human activity,
research in software engineering (SE) has long focused mostly on processes and tools, failing
to recall about the human factors behind. Even when explored, researchers typically do not
properly use psychology background to better understand human factors in SE, such as the
psychometric instruments, which aim to measure human factors. [Objective] Our goal is to
provide a critical review on the use of psychometric instruments in SE research regarding
personality. [Method] We present a two-step study. First, a systematic mapping of the
literature in order to generate a catalog of the psychometric instruments used; second, a
preliminary survey to be conducted with social sciences researchers to assess their adoption
in SE research. [Results and Conclusion] The results so far are quite initial. The next steps
direct us to finish the data extraction to finalize the catalog (systematic mapping) and to
refine the survey design and apply it with social sciences researchers.

Keywords: behavioral software engineering; personality; mapping study; survey

Resumo. [Contexto] Embora o desenvolvimento de software seja uma atividade humana,
a pesquisa em Engenharia de Software (ES) tem concentrado esforços majoritariamente em
processos e ferramentas, esquecendo-se dos fatores humanos por trás. Ainda quando ex-
plorados, os pesquisadores não tem adotado adequadamente referencial da psicologia para
entender melhor os fatores humanos em ES, bem como dos instrumentos psicométricos,
que visam medir algum tipo de fator humano. [Objetivo] Nosso objetivo é fornecer uma
revisão crítica sobre o uso de instrumentos psicométricos nas pesquisas em ES em relação
à personalidade. [Método] Apresentamos um estudo em duas etapas. Primeiro, um ma-
peamento sistemático da literatura para gerar um catálogo dos instrumentos psicométricos
utilizados; segundo, um survey preliminar a ser realizado com pesquisadores de ciências
sociais/humanas para avaliar sua adoção na pesquisa em ES. [Resultados e Conclusões]
Os resultados até agora são iniciais. Os próximos passos nos direcionam a finalizar a ex-
tração de dados para finalizar o catálogo (mapeamento sistemático) e refinar o survey para
conduzí-lo com pesquisadores de ciências sociais/humanas.

Palavras-chave: engenharia de software comportamental; personalidade; mapeamento
da literatura; survey
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1 Introduction

Software Engineering (SE) activities are primarily performed by humans. However,
many empirical studies have only focused on proposing new methods and technologies to
support SE activities leaving human and social factors behind them underexplored [1], not
allowing a more holistic view of the area.

Behavioral Software Engineering (BSE) is the body of knowledge of SE research that
attempts to understand human aspects related to the activities of software engineers, soft-
ware developers, and other stakeholders [2]. The topic has been the subject of recent
research in the SE domain. Nevertheless, because it is relatively immature, some ap-
proaches adopted misled researchers mainly by not properly combining SE research with
social sciences backgrounds, such as psychology, to address human factors [3]. Graziotin et
al. [4] enlighten a set of existing research on relating developer happiness to productivity,
software quality, and social interactions.

Furthermore, in SE research, it is inherent to note that measurement activities are an
essential part. In empirical studies the researcher(s) must be sure when adopting ways of
measuring the study’s resources in question. These resources can be personnel, hardware,
or software for an activity or process [5]

BSE research has encouraged the use of psychometric instruments as support to the
understanding of human factors in a more systematic way [1, 2]. In its turn, Psychoempir-
ical Software Engineering proposed in Graziotin et al. [3] deals with “denoting research in
Software Engineering with proper theory and measurements from psychology”. A problem
addressed by the authors is the misuse of theoretical backgrounds of psychology, such as
assuming a theory as the only truth in the research foundation; and also the improper
use of psychometric instruments, some not validated from psychology or used to evaluate
wrong human factors. The authors propose guidelines to assist researchers in addressing
these problems.

However, information about how psychometric instruments are adopted in SE research
remains vague and dispersed in many studies. As far as we know, one study has partially
synthesized this knowledge concerning a specific construct, personality1: a period of forty
years (1970 - 2010) about personality in SE research is mapped by Cruz et al. [6]. Still,
there is only a brief discussion and characterization of the instruments and their use in
the software engineering context (i.e., education and pair programming), missing a critical
assessment. This status quo remains unchanged more than ten years later and deserves to
be challenged.

There is a need to find out whether SE research over the years has been adopting these
instruments coherently with their proposed form of use in the social sciences. Although
some authors have outlined this on a smaller scale [7, 8], a large-scale study has not been
done to get a big picture.

In order to synthesize this knowledge in a structured manner, our objective is to
present an overview on the use of psychometric instruments in SE research on
personality2, with a focus on classifying the type of research, empirical evaluations, objec-
tive of the studies, and purposes of the psychometric instruments. We intend to consolidate
our findings in a catalog through a systematic mapping study (secondary study). Also,

1Personality is one of the most studied concepts in BSE research as pointed by Lenberg et al. [2].
2Hereafter we commonly refer to psychometric instruments related to personality in SE research simply

as “psychometric instrument(s)”.
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to assess the use of these instruments from the point of view of social sciences
researchers by conducting a survey (primary study).

More specifically, we address the following Research Questions (RQ):

• RQ1: What are the psychometric instruments used regarding personality in SE re-
search?

• RQ2: How do social sciences researchers perceive the adoption of psychometric in-
struments regarding personality in SE research?

To the best of our knowledge, this study is the first one focused on creating a catalog
of psychometric instruments used in SE research and assessing them with social sciences
researchers in a larger scale. The remainder of this study manuscript is organized as follows.
Section 2 presents the background concepts and related work. Section 3 presents the
systematic mapping protocol and preliminary results. Section 4 presents our preliminary
survey protocol. Finally, section 5 presents our concluding remarks.

2 Background and Related Work

This section provides background information and related work.

2.1 Behavioral Software Engineering (BSE)

BSE is defined as “the study of cognitive, behavioral and social aspects of software
engineering performed by individuals, groups or organizations” [2]. It involves dealing
with existing relationships between SE and disciplines from social sciences, such as work
and organizational psychology, the psychology of programming, and behavioral economics
to get a broader understanding of SE practices.

Although software is developed by humans, for a long-time, SE research has focused
intensively on the technical aspects (such as processes and tools) and less on human and
social aspects [1]. A summarization conducted in Graziotin et al. [9] points out existing
research, in the scope of BSE, on relating developer happiness to productivity, software
quality, and also social interactions.

Still, in the context of BSE, Lenberg et al. [2] present a definition for the body of
knowledge research described earlier and also conducted a systematic literature review
based on the definition. The findings report lack of research in some SE knowledge areas
(i.e., requirements, design, and maintenance) and rare collaboration between SE and social
science researchers.

Cruz et al. [6] performed a systematic mapping on personality in SE research. In
addition to reporting on the most common SE topics addressed, such as education and ex-
treme programming, they report which personality tests were most commonly used, which
resembles this work. However, the authors only collected and reported brief information
on personality-related psychometric instruments without deep discussion about them re-
garding their use in SE. They provide a valuable list of instruments and relate them to
some SE topics, but lack a critical review involving the lens of social scientists.

Further, Usman and Minhas [8] investigate ethical topics raised by McDonald and
Edwards [7] on the adoption of MBTI (Myers-Briggs Type Indicator) based tests, a psy-
chometric instrument, in a sample of 8 studies obtained in the final set of Cruz et al. [6]
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published after 2007, and complemented with 7 studies returned in string-based search
in Scopus3 in the years of 2016 and 2017, totaling a sample of 15 studies. The authors
found problems in all of them, including the reliability and validity of MBTI (there are
different versions of this psychometric instrument). The authors also highlight possible
causes, such as not exploring literature guidelines and lack of collaboration with social
science researchers. However, the study reported is initial and limited to analyzing only
the use of MBTI in a small sample of studies.

Our study intends to conduct an extensive analysis, with more cataloged psychometric
instruments, exploring their relation with SE theory and using expert knowledge to assess
these instruments’ use.

2.2 Psychometrics in Software Engineering

According to Michell [10], “psychometrics is concerned with theory and techniques for
quantitative measurement in psychology and social sciences” [Michell, 1999 apud Feldt et
al., 2008], in addition Feldt et al. [1] state that “... in practice, this often means the
measurement of knowledge, abilities, attitudes, emotions, personality, and motivation”. In
the present study, we focused on personality.

The use of psychometric instruments in SE has been encouraged, especially in empirical
research, as a way to emphasize hitherto unexplored human factors and to help understand
how they affect the research landscape [1].

As far as we know, McDonalds and Edwards [7] is the first study that manifests atten-
tion on the use of psychometric instruments in SE research, beyond providing guidelines
for the use of two of them (MBTI and 16PF). In addition, one of the authors is from social
sciences and a certified professional regarding these instruments.

Still under discussion, Graziotin et al. [3] claim that the use of psychometric instru-
ments should be cautious, recommending that they should be validated; in addition to the
proper theoretical background used. The authors then propose the Psychoempirical Soft-
ware Engineering that aims “to denote research in SE with proper theory and measurement
from psychology”. In the same study, the authors provide guidelines for the proposal.

More recently, Usman and Minhas [8] show results, despite several limitations, that the
use of psychometric instruments in SE is inadequate. The authors emphasize who should
apply them, but we consider that trained professionals are the best decision according to
the little evidence and guidelines in literature so far.

Although we are researchers without formal qualifications in social sciences, we rely on
consolidated methodological tools of SE to conduct this study and plan to involve social
science scientists in our research. Given the gathering of evidence collected to answer
RQ1, we intend to use the experts’ opinion to answer RQ2 in order to allow for a critical
assessment. The next section presents our systematic mapping protocol and preliminary
results.

3 Systematic Mapping Protocol

Systematic mapping is a method to build a classification scheme of an area providing
a visual summary of the state of research in a structured way [11]. It aims at providing an

3https://www.scopus.com/
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auditable and replicable process with minimal bias.
This section describes each step of our research method based on guidelines in the liter-

ature. Subsection 3.1 introduces the mapping goal and research questions. Subsection 3.2
describes the search strategy for collecting new evidence. Subsection 3.3 presents the study
selection criteria and discusses quality assessment. The subsection 3.4 presents the Data
Extraction Form and our classification scheme, and subsection 3.5 presents preliminary
results.

3.1 Mapping Goal and Research Questions

Our systematic mapping aims at providing an overview of the use of psychometric
instruments in SE research. To guide our investigation, and to obtain an overview of the
state-of-the-art, trends and gaps, we describe the main Research Question (RQ) as follows:

RQ1: What are the psychometric instruments used regarding personality in SE re-
search?

Based on the main RQ, we derived five secondary RQs in order to further characterize
the field as follows.

• RQ1a: What are the objectives of the studies?

• RQ1b: For what purposes have psychometric instruments been used in the studies?

• RQ1c: Which types of research do the studies refer to?

• RQ1d: Which types of empirical studies have been conducted?

• RQ1e: What are the limitations faced by the use of psychometric instruments re-
ported in the studies?

In the following subsection the search strategy is presented. It was developed by the
first author and reviewed by the second author.

3.2 Search Strategy and Data Source

3.2.1 Existing Mapping Study and the Need to Update

This mapping started being conducted in a standard way of conducting secondary
studies (string-based search in digital libraries with snowballing steps), according to con-
solidated literature [11, 12, 13, 14]. Until new guidelines emerged, and we noticed that they
could help conduct our study [15, 16], given the awareness we had about comprehensive
secondary studies on human factors in SE that could be updated [6, 2].

We defined Cruz et al. [6] as a candidate for updating as we wanted to start our
immersion into BSE using a narrower scope, focused on personality, to allow a complete
overview and a precise critical assessment. Cruz et al. [6] identified 90 papers published
within a time range of 40 years, more than 10 years ago. Lenberg et al. [2] define 55 BSE
concepts (e.g., personality, job satisfaction, communication, etc.) in a large scale study
that considered 250 papers. The narrower focus by Cruz et al. [6] would also allow us to
apply our updating search strategy (discussed in subsection 3.2.2) with reasonable efforts.
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We also argue that personality is a BSE concept presented in [2] as one of the most
studied together with others (such as group composition, communication, and organiza-
tional culture). We believe that updating Cruz et al. [6] yields significant results regarding
our objectives described in section 1, which is also within BSE’s scope. Thus, we decided
to update the mapping study by Cruz et al. [6].

To evaluate the need of updating Cruz et al. [6], we used the framework recommended
by guidelines to evaluate the possibility of updating secondary studies in SE [15]4. We
conducted the evaluation process by answering the same seven RQs used in Mendes et al.
[15], listed and answered hereafter (Steps 1.a. to 3.b.) and ilustrated in Figure 1.

Figure 1: Framework recommended by Mendes et al. [15], adapted from Garner et al. [17]

Step 1.a.: Does the published SLR still address a current question?
Yes. Human factors, such as personality, have been the subject of SE research despite

being historically poorly explored [4]. A list of arguments follows: recent efforts to consol-
idate a body of knowledge in SE as proposed by Lenberg et al. [2] defining BSE; existing
conferences such as CHASE (Workshop on Cooperative and Human Aspects of Software
Engineering), subsidized by ICSE (International Conference on Software Engineering)5,
the largest conference in SE; award-winning papers on the topic in main software engineer-
ing related venues, such as [4], awarded in the Journal of Systems and Software6. All these
arguments show the importance of human factors as a relevant research topic in SE.

Step 1.b.: Has the SLR had good access or use?
Yes. Like Mendes et al. [15], we used in the cut-off point the same yearly average

citation value of 6.82 documented by Garousi and Fernandes [18] to consider a paper for
good access or use. In August of 2020, Cruz et al. [6] had a yearly average citation value
of 30.8 in Google Scholar.

Step 1.c.: Has the SLR used valid methods and was it well-conducted?
Yes. Regarding the methods, Cruz et al. [6] present an extension of preliminary results

published in Cruz et al. [19] with some improvements, such as a refined search string
increasing the sensitivity and coverage; adding backward snowballing steps; review of RQs

4This study proposes guidelines for updating Systematic Literature Reviews (SLR). Despite this, we
believe that our mapping goal is comprehensive enough to apply in the context of systematic mappings.

5http://www.icse-conferences.org/
6https://www.journals.elsevier.com/journal-of-systems-and-software
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and extended presentation of results. Finally, the authors present clear steps in their
mapping protocol and are based on well-recognized guidelines for secondary studies in SE
[13].

Step 2.a.: Are there any new relevant methods?
Yes. Concerning new methods about our mapping protocol, we adopted guidelines

presented as the best way to search for evidence to update secondary studies in SE [15]. We
believe that we used good literature references to help answer our RQs and, consequently,
reflect on the results’ presentation. However, different from Cruz et al. [6] mapping
study, our focus is totally on the psychometric instruments within SE research, not a
characterization of an aspect (personality) in general.

Step 2.b.: Are there any new studies or new information?
Yes. The papers included in the original study had each a considerable number of

citations in a preliminary verification in Google Scholar. In addition to having a five-year
time interval since the publication of the mapping and the conduction of the update in
this present study (2015 to 2020), beyond the period of ten years (2011 to 2020), not
incorporated by Cruz et al. [6].

Step 3.a.: Will the adoption of new methods change the findings, conclusions or
credibility?

Yes, potentially. We adopted a new method concerning the mapping protocol and
addressed different RQs to get a big picture of psychometric instruments in SE research,
which we believe generates new and important findings. Cruz et al. [6] has a relevant RQ
on the psychometric instruments/personality tests used, but there is little discussion of its
results beyond listing and counting frequencies.

Step 3.b.: Will the inclusion of new studies/information/data change findings, con-
clusions or credibility?

Yes. Regarding new potential findings, we had prior knowledge of a series of studies
[3, 9, 4] used as control papers. These studies are not covered by Cruz et al. [6] because
they were published later. They discuss the use of psychometric instruments in SE, and on
theoretical basis of other areas (such as social sciences and psychology), which can support
SE research in general.

Next, we describe the search strategy to collect new evidence from a secondary study
update in SE.

3.2.2 Strategy to Collect New Evidence

We adopted the guidelines proposed in Wohlin et al. [16] as a strategy to search for
new evidence from a secondary study update. They are the following:

• Use a seed set containing the original secondary study and its included
primary studies: Cruz et al. [6] included 90 papers in their final set. However,
one of them was excluded (S86) because it is a book chapter, and we did not find
evidence of publication in a scientific journal or conference to be approved in IC1 (see
Table 1). As suggested, the secondary study itself was included, obtaining a seed set
of 90 studies.

• Use Google Scholar to search for papers and apply Forward Snowballing
(FS), without iteration: We use the Publish or Perish 7 tool [20] to assist this
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step. The tool has features related to bibliometric analysis, in which one is to retrieve
citations from publications using Google Scholar (a FS feature). Thus, we conducted
the FS in the seed set using the tool in August 2020 and exported the results for
treatment in JabRef, a bibliographic reference manager. Also, a new FS step was
conducted in January 2021 to ensure full 2020 indexation. All screening steps were
conducted using JabRef.

• Include more than one researcher in the initial screening to minimize the
risk of removing studies that should be included (false negatives): One
researcher was included to assist in the initial screening of studies and discussions
were held with a third researcher.

3.3 Study Selection

Petersen et al. [12] argue that only studies that are relevant to answer the RQs must
be considered. The inclusion and exclusion criteria applied to filter the raw set of studies
from FS are presented in Table 1.

Table 1: Inclusion and exclusion criteria.
Criteria Description

IC1 Papers published in journals and conferences reporting software
engineering research using psychometric instruments regarding
personality that were published after 2010.

EC1 Papers that are not written in English.
EC2 Grey literature. Such as books, theses (bachelor’s degree, MSc

or PhD), technical reports, occasional papers, and manuscripts
without peer-review evidence.

EC3 Papers that are only available in the form of abstracts, posters,
and presentations.

EC4 Papers that did not include in their title or abstract terms de-
fined in Cruz et al. [6] regarding personality. There are: “per-
sonality”, “psychological typology”, “psychological types”, “tem-
perament type”, and “traits”.

EC5 Studies addressing other psychometric constructs (e.g., behav-
ior, cognition, abilities, roles, etc.)

The purpose of this mapping study is to provide an overview of the use of psychometric
instruments in SE research published in peer-reviewed venues. Therefore, we focus on
classifying the type of contribution, the use of psychometric instruments, and the type
of research to understand the overall publication landscape, without applying a formal
quality assessment. The procedure here involves reading titles and abstracts and looking
for evidence of psychometric instruments. If it is not enough for clarification, the paper’s
introduction and conclusion will be read. Still, if not sufficient, the full text of the study
will be read.

3.4 Data Extraction and Classification Scheme

The data extracted from each paper of the final set is shown in Table 2.
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Table 2: Data Extraction Form
Information Description

Study Metadata Paper title, author’s information, venue, psycho-
metric instrument (name, version, and application
process), and year of publication.

Objective (RQ1a) Study objective: we will use open coding [21] to
extract information.

Purpose of the
psychometric instru-
ment in the study
(RQ1b)

What constructs represent the purpose of the psy-
chometric instrument in the study. In SE, con-
structs are derived from one of the classes: people,
organizations, technologies, activities, or software
systems [22]. We will use open coding [21] to ex-
tract data.

Research Type
(RQ1c)

For research type facets we use the taxonomy pro-
posed by Wieringa et al. [23], containing the
following categories: evaluation research, solution
proposal, validation research, philosophical paper,
opinion paper, or experience paper. Petersen et al.
[12] guidelines are used to assist in this categoriza-
tion.

Empirical Evaluation
(RQ1d)

Classification of the empirical study in the
following categories of Wohlin et al. [5]:
experiment/quasi-experiment, case study, or sur-
vey.

Limitations (RQ1e) Limitations on the use of psychometric instru-
ments (if exists). Such as what were the diffi-
culties of adoption/application and data interpre-
tation. We will use open coding [21] to extract
data.

3.5 Preliminary Results and Next Steps

The first step was to conduct FS in the seed set as described in section 3.2.2, which
generated an entire of 6702 entries (step 1 of Figure 2). Between September and October
of 2020, the first author conducted an initial screening of duplicate and year less than or
equal to 2010, given that Cruz et al. [6] cover a range from 1970 to 2010.

Many entries were provided by Google Scholar/Publish or Perish 7 export feature with
incomplete or incorrect data (e.g., journal studies categorized in the entry as books or
miscellaneous, or truncated title or abstracts). After removing duplicate entries and when
possible, the first author manually collected the data for publication study and registered it
in JabRef to perform a more reliable exclusion per year. The result of this initial screening
resulted in 2974 entries (step 2 of Figure 2).

Thereafter, the first author conducted another screening regarding the exclusion criteria
EC1 and EC2. The removal was performed based on the metadata provided in the title,
abstract, and journal/booktitle field entries. When it was not possible to easily identify, a
verification was made through the URL of the entry or searching the source on the web.
This exclusion was conducted between October and November of 2020 (step 3 of Figure
2). Each entry was analyzed individually; the exclusion steps mentioned here reduced the
set by 1718 entries.

To conduct the EC4 completely, we deleted the existing 2020 entries (which resulted
in 369 entries of 2011 to 2019, step 4 of Figure 2) and replaced them with the new 2020
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FS ones to get a full ten-year index coverage. We applied the same previous ECs in this
step, which resulted in a candidate set of 403 entries (step 5 of Figure 2).

Figure 2: Current steps of this study
1. Conduct forward

snowballing 
 

August/2020

2. Initial screening:
duplicates and year ≤

2010 
 

September/2020 -
October/2020

3. Perform EC1 and EC2 
 

October/2020 -
November/2020

4. Perform EC4 
(2011 - 2019) 

 
November/2020 -

January/2021

Results = 6702 Results = 2974 Results = 1718 Results = 369

5. New FS and screening 
2020 

January/2021

Results = 403

In the following we present some preliminary results extracted and organized by our
RQs. So far, we mapped the years from 2011 to 20137. All the steps mentioned above
involved the guidance and agreement of the second author. References of the selected
studies are presented in Annex A.

3.5.1 Answers to the RQs

RQ1: What are the psychometric instruments used regarding personality in SE research?
We have identified 34 studies that employ psychometric instruments or personality

theories, ranging from 2011 to 2013. The frequency of instruments is illustrated in Figure
3, the most used ones were different versions of the Myers-Briggs Type Indicator (MBTI)
[S91, S92, S96, S97, S98, S107, S110, S120], as can also be seen in Cruz et al. [6].

Figure 3: Frequencies of psychometric instruments

Frequency

Ps
yc

ho
m

et
ric

 in
st

ru
m

en
t

MBTI

Other

Revised NEO-PI / NEO PI-
3

KTS

IPIP-NEO

NEO-FFI-3

BFI

Thrustone Interest 
Schedule

MBTI adaptation

16PF

DISC Model

LIWC

0 2 4 6 8

In sequence Other, theories of personality such as the Five-Factor Model (also know
as Big Five) are employed: [S94] uses it as a basis for the coding process in questionnaire
responses; [S104] maps relationships between theory dimensions with soft and hard skills
required from software engineers; [S116] is similar to the previous one, but the study uses

7We refer to the identification of studies from our protocol as S(NUMBER), where (NUMBER) begins
to account from 91 given that Cruz et al. [6] has 90 studies.
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subjects’ social media posts metadata as a source. Other was also used to categorize an
instrument for which it was not possible to identify a version, bibliographic references, or
obtain access [S102, S106, S109, S117] or that discusses the misuse in using psychometric
instruments [S119].

To provide an overview of the guidelines raised by McDonalds and Edwards [7], we
have also extracted information from the details of types of instruments used (actual name,
version, and theory) and how they were employed (from administration to data interpre-
tation). Most studies did not report any bibliographic references and explicit versions of
the instrument.

Furthermore, most studies also did not report anything different from “we use x to
measure personality” regarding instruments application. Unlike them, [S93] mentions a
consent form to participate in the experiment; [S95, S101] report that participants were
given instructions; [S114, S118] report that interpretation procedures followed recommen-
dations of the instruments’ version. Beyond, [S114] claims that the results were given to
the participants. [S124] reports that interviews were conducted following the administra-
tion to obtain results but without qualification details of the interviewer.

RQ1a: What are the objectives of the studies?
During the data extraction, it was possible to observe three major objectives.
Characterize software engineer personality: some studies aimed to discover the person-

ality of the software engineer [S91, S96, S97], and to compare them with the personality of
professionals from other disciplines [S94, S95]; to discover personality patterns through a
methodology [S98, S99]; to associate personality traits to roles in the software development
activities (e.g., developer, requirements analyst, tester) or required skills [S99, S104, S107,
S116, S117, S123, S124]. Cultural differences were also investigated [S120].

Predicting team performance: four studies used information on personality traits (along
with other information or not) to predict a development team’s performance to optimize
resource use. One case reports for academic purposes, combining academic info to build
teams to carry out a project [S92]. Others propose tools and methods using machine
learning [S103], computational intelligence [S105], and rule-based approaches [S106].

Investigate the effect of personality: data on personality traits are used as an inter-
vention to investigate phenomena. We identified this objective with several specificities.
Studies, such as [S93, S101, S112, S115], investigate the performance of compositions of
pair programming teams; [S100] the influence on the quality of software developed and
satisfaction of work perceived by a team; [S102] the programmer’s error-proneness while
developing; [S108, S110] the use of support tools; [S111] academic team achievements;
[S113, S122] predict preferences on development method or mode of working (either face-
to-face or virtual); [S114] the performance of software testing; [S118] team members on
success in a software project; [S121] implementing new technology. Also, there are discus-
sions concerning future Automated Personality Classification research [S109].

RQ1b: For what purposes have psychometric instruments been used in the studies?
In Tables 3 to 6 we summarize the constructs to which the psychometric instruments

are related by archetypal classes. We highlight the use of the framework to describe theories
[22] and its archetypal classes as support for open coding [21] constructs: an actor applies
technology (we believe that intervention is more appropriate in the context of psychometric

10



instruments) to perform certain activities on a software system.
Figure 4 depicts the relationship network between the constructs described in Tables

3 to 6. It is possible to observe that constructs of class actor researcher and academic
setting are the majority, indicating the application of studies in an academic setting or for
purely investigative purposes by researchers, which corroborates the classification seen in
RQ1c and RQ1d. In the intervention class, most data from personality traits measured
by some psychometric instrument are used for investigation, followed by its increase with
other data (such as leadership style, cognitive style, and skills required) indicated by the
construct personality traits data*. Regarding the activity class, the constructs software
engineering characterization and team building are largely related to interventions of
personality traits data, holding the highest frequency of studies.

Still, these activities described earlier are also strongly related to the constructs of the
software system class. It is possible to observe that software engineer characterization
is typically not related to any specific software system (i.e., None in Figure 4), indicating
no direct reference to software system in these studies. The software system code Tool
indicates the use of some technique using software/games/logic rules to supported the
studies. Moreover, class assignments were specially related to team building and team
building, where teams were built based in academic contexts based on personality data.

Please note that RQ1b aims at answering what parts of SE theory the psychometric
instruments are related to. There may be similarities with the overall objectives of the
conducted studies (RQ1a), but RQ1b is specifically focused on the instruments and their
relations to SE theory elements.

Figure 4: SE constructs related to the psychometric instruments

researcher
9

personality traits data
21

academic setting
14

personality traits data*
8

personality data coding
1

industrial setting
2

organization
5

software development team
1

pair programming
1

software engineer characterization
9

team building
8

pair programming
3

inquiry on programmer performance
1

mapping of suitable roles
3

project management activities
1

assessment of the activities' execution
1

prediction of preferences
2

software testing activities
1

boosting on personality traits
1

assessment of impact
1

none
9

tool
9

class assignments
7

planned software
1

case-based reasoning tool
1

structured tools
1

given software system
1

software projects conclusions
1

implementation of a dataware house system
1

actor intervention

activity
software system
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Table 3: Actor
Class Description Count

Researcher The study author(s) act primarily for investigative pur-
poses [S91, S96, S97, S104, S113, S117, S118, S120, S123].

9

Academic
setting

The study has an educational purpose or is applied in an
academic setting due to scope limitations [S92, S93, S94,
S100, S101, S107, S110, S111, S112, S114, S115, S116,
S122, S124].

14

Industrial
setting

The study is applied in a industrial setting [S95, S121]. 2

Organization The scope of the study is not clear (where does the study
data come from?) [S98, S102, S103, S105, S108]. The code
was adopted to be comprehensive.

5

Software de-
velopment
team (SDT)

An SDT was the interventor in the study [S99]. 1

Table 4: Intervention
Class Description Count

Personality traits
data

The study has data on personality traits measured
by some psychometric instrument [S91, S93, S95,
S96, S97, S98, S99, S100, S101, S102, S107, S111,
S112, S113, S114, S117, S118, S120, S123, S124]
or other source [S116].

21

Personality traits,
academic, and soft-
ware development
methodology data

The study has as main input data of personal-
ity traits measured by some psychometric instru-
ment, among other data [S92].

1

Personality data cod-
ing

Personality data were used by means of coding
based on some personality theory [S94].

1

Personality traits
and skills data

The study has as main input data of personality
traits measured by some psychometric instrument
and skills required for some software engineer role
[S103, S104].

2

Personality traits
and nature of tasks
data

The study has as main input data of personality
traits measured by some instrument and already
mapped information of personality traits recom-
mended for execute a task in a software develop-
ment process [S105].

1

Personality traits
and comprehension
performance data

The study has as main input data of personality
traits measured by some psychometric instrument
and comprehension performance data [S110]

1

Personality traits
and leadership style
data

The study has as main input data of personal-
ity traits measured by some psychometric instru-
ment, among other data [S121]

1

Personality and cog-
nitive traits data

The study has as main input data of personality
and cognitive traits measured by some psychome-
tric instrument [S108, S122].

2

Pair programming The study adopted pair programming to assess
some impact [S115].

1
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Table 5: Activities
Class Description Count

Software engineer
characterization

The study characterizes, in some extent, the software
engineering professional. It means: comparison of
SE and other professionals [S94, S95], and discover
(and/or compare) personalities [S91, S96, S97, S98,
S118, S120, S123].

9

Team building The main activity of the study is to build software de-
velopment teams with more than two members [S92,
S99, S100, S103, S105, S107, S111, S124].

8

Pair program-
ming

The main activity of the study is to build pair pro-
gramming teams [S93, S101, S112].

3

Inquiry on pro-
grammer perfor-
mance

The main activity of the study is to inquiry program-
mer performance [S102].

1

Mapping of suit-
able roles

The main activity of the study is to mapping soft-
ware engineer roles (developer, tester, project man-
ager, etc.) [S104, S116, S117].

3

Project manage-
ment activities

The main activity of the study is to assess project
manager performance given a software system [S108].

1

Assessment of the
activities’ execu-
tion

The main activity of the study is to assess software
artifacts and process in a software activity [S110].

1

Prediction of
preferences

The main activity of the study is to predict some pref-
erence of software engineer professional in a software
development activity [S113, S122].

2

Software testing
activities

The main activity of the study is to assess tester per-
formance given a software [S114].

1

Boosting on per-
sonality traits

The main activity of the study is to boost personality
traits at some level [S115].

1

Assessment of im-
pact

The main activity of the study is to assess impacts
[S121].

1
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Table 6: Software system
Class Description Count

None No software system was used in the study [S91, S94,
S95, S96, S97, S104, S113, S120, S122].

9

Tool The study used a machine learning/computational in-
telligence [S92, S98, S103, S105] some kind of algo-
rithm [S116, S117, S123, S124], or a gamecard [S99].

9

Class assign-
ments

The study used a software system for academic set-
tings, previously developed for some specific purpose
(be tested, refactored, ...) or developed during the
conduction of the study by students [S93, S100, S101,
S107, S111, S112, S115].

7

Planned software The study uses software (or requirements of it) that
has not yet been developed, but it was during the
conduction of the study [S102].

1

Case-based rea-
soning (CBR)
tool

The study used a CBR tool to perform an investiga-
tion [S108].

1

Structured tools The study used structured tools to perform an inves-
tigation [S110].

1

Given software
system

A specific software system was used in the study be-
cause it has some kind of problem to be investigated
by the subjects. For instance: in software testing
[S114].

1

Software projects
conclusion

The study used data from conclusions of software sys-
tem projects (successfully or not) [S118].

1

Implementation
of a dataware
house system

The study used data from implementation of a
dataware house system [S121].

1
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RQ1c: Which type of research do the studies refer for?
Figure 3 shows the distribution of research types facets. It is possible to observe that

validation research (19 out of 32) overrepresented the set of mapped studies. This facet
includes empirical studies, as the less frequent evaluation research facet (6 out of 32). The
difference indicates that most empirical research has been conducted in academic scenarios
for initial validation purposes and does not evaluate something in industrial scenarios.
Some solution proposals have also been mapped (7 out of 32), which typically represent
new proposals with some limited evaluation required for publication.

Figure 5: Frequency of research type facets of Wieringa et al. [23]
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RQ1d: Which types of empirical studies have been conducted?
Figure 6 depicts the frequency of empirical evaluations adopted (23 out of 32 studies).

It is possible to observe that most of the studies (9 out of 23) used surveys, mostly to apply
the psychometric instruments. Still, it is not possible to draw consistent conclusions, such
as trends and gaps in empirical evaluation adoption given that we only mapped three years
so far.

Figure 6: Frequency of empirical evaluations adopted [5]
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RQ1e: What are the limitations faced by the use of psychometric instruments reported in
the studies?

Some studies (16 out of 32) reported limitations related to adoption of psychometric
instruments. An overview of these limitations is described below.

Possible misuse of psychometric instrument: the authors of [S100] declare that adopt-
ing the psychometric instrument to build teams can affect the construct validity, but this
limitation is mitigated by relying on the literature. Another study that we consider note-
worthy to mention reports on the wide and mistaken use of MBTI for professional guidance
in careers in computing [S119]. The authors report a discussion with experts that it could
be an “abuse of the MBTI licensing requirements” and ineffective for the purpose.

Bias in subject responses: the authors indicate that subjects’ self-administration of
psychometric instruments can become a threat if there is no honesty in their responses
[S101, S112, S122]. This limitation is mitigated in these studies by ensuring they made
aware that the response data obtained is anonymized and used only for research purposes.

Statistical power of psychometric instrument: Regarding this limitation, the increase
of personality traits data by adopting more psychometric instruments for better prediction
is reported [S98, S124]. Other authors also report on replacing the instrument in future
work, given that it was not possible to draw significant conclusions in the use of a specific
instrument [S113].

Still, regarding the statistical structure of the instrument, [S108] uses an instrument
based on the Five-Factor Model and recommends in future works to use the MBTI. In
turn, [S112] uses an instrument based on Jung’s theory (KTS / MBTI), which provides
strict personality measurements in dichotomies (e.g., introvert-extrovert). This leads to
more than one person being categorized in one dichotomy even if they hold different levels.
Hereafter, we can notice inconsistencies in the literature regarding the statistical power of
the instruments reported in the limitations of the studies.

No representative data input/no representative sample: Restrictions of representative
data to predict team performance are reported [S92, S105]; the sample size was sufficient to
control more than one personality dimension in the experiment, only the Openness to Ex-
perience dimension of the Five-Factor Model was considered [S93]; in [S111, S113], a larger
sample could add more statistical power to provide other conclusions; limitations in the
empirical method employed did not allow representative statistical analysis to generalize
results [S118, S122].

Paid subjects: Participants were paid to participate in the study, which may have
influenced them somehow [S114].

4 Preliminary Survey Protocol

This section presents our preliminary survey protocol (primary study) that we aim to
conduct to achieve the main objective of this study described in the introduction. We
adopted guidelines for conducting surveys in SE [24] and advice to overcome common
challenges [25], to assist in developing this protocol. This protocol was developed by the
first author and reviewed by the second.

The survey’s main goal is to collect the point of view of social science researchers on
the use of psychometric instruments in SE, as mapped through our ongoing secondary
study described in section 3. We adopted the Goal-Question-Metric (GQM) method [5] to
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characterize the goal in Table 7:

Table 7: Goal of the survey
Analyze the adoption of psychometric instruments regarding personality in SE
For the purpose of characterization
With respect to their correct use
From the point of view of the social sciences researchers
In the context of the mapped SE research

Hence, given that there is a poor collaboration between SE and social sciences re-
searchers, and misuse of psychometric instruments, as pointed out in sections 1, 2.1, and
2.2, we have elaborated the following RQ in order to address the survey’s main goal:

RQ2: How do social sciences researchers perceive the adoption of psychometric
instruments regarding personality in SE research?

The remainder of this section is organized as follows. Subsection 4.1 presents informa-
tion on population and sample. Subsection 4.2 presents the preliminary survey instrument
design. Subsections 4.3 and 4.4 discuss data analysis and current status, respectively.

4.1 Population and Sample

The population selected for the study are social science researchers with an area of
interest in psychometrics. Initially, we are planning to collaborate with social science
researchers from the Department of Psychology at the Pontifical Catholic University of
Rio de Janeiro (PUC-Rio)8 to help us to best plan the outline the population and identify
a representative sample.

A priori, the sample may be characterized as being non-probabilistic and accidental,
as frequent in SE, where researchers recruit subjects based on personal connections [24].
To characterize a sample frame as ideal, we use points highlighted by Linåker et al. [24].

• Target audience: social science researchers;

• Unit of analysis: psychometric instruments adopted in SE research regarding per-
sonality;

• Unit of observation: social sciences researchers with an area of interest in psycho-
metrics;

• Search unit: to be defined;

• Source of sampling: to be defined.

4.2 Instrument Design

The input to conduct the survey consists of completing the systematic mapping. Thus,
to assist in surveying the subjects, we intend to cluster the final set of primary studies by the
psychometric instrument’s purposes identified through the answered systematic mapping

8http://www.psi.puc-rio.br/
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RQ1. Figure 7 illustrates this: with each identified instrument (MBTI, 16PF, and a Big
Five based instrument), and a set of identified purposes (e.g., allocate roles in software
development teams based on personality type), and the list of bibliographic references (if
the subject needs to consult details of a specific study).

Figure 7: Illustration of clustering of the systematic mapping study artifacts
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?

We rely on the Technology Acceptance Model (TAM) [26] to assess the psychometric
instruments and their use in SE research, as we see them as technologies/tools. Thus, the
survey questionnaire presented in Table 8 aims to capture the perception of their usefulness
(questions Q5 and Q6), and perception of ease of use (questions Q7 and Q8). Questions
Q1-Q4 concern demographic information on the social sciences researcher (subject) that we
intend to collect. Finally, questions Q9 and Q10 capture additional limitations regarding
the application process and recommendations.

4.3 Data Analysis

As presented in Table 8, in our preliminary questionnaire, we only deal with rational
data with regard to the experience in years. For such data, we intend to use the mean and
standard deviation. All the remaining questions concern ordinal scales (e.g., academic de-
gree, or Likert scales) or open-ended questions. We intend to analyze the agreement of the
subjects, in the ordinal data, by counting frequencies, using the median (central tendency)
and mode (most frequent answer), potentially also using the median absolute deviation
(depending on the sample size). We do not discard using Bootstrapping confidence inter-
vals, but this will heavily depend on our sample size. Cohen’s Kappa will be applied for
inter-rater consistency evaluations. As for the data visualization, we will use histograms
and pie charts to analyze the distribution of answers. For open-ended questions, we will
use open (and potentially axial) coding procedures [21] to extract relevant data.

4.4 Current Status and Next Steps

In this section we presented our preliminary survey protocol. Currently, we are con-
ducting the data extraction from the candidate set (see Table 1) in the systematic mapping.
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Table 8: Survey questionnaire
ID Questions
Demographic questions
Q1 What is your current academic degree in social sciences (B.Sc., M.Sc., Ph.D.)?
Q2 How long (in years) do you hold a social sciences bachelor’s degree (such as in psychology)?
Q3 How long (in years) have you been researching in the field of psychometrics?
Q4 How long (in years) have you employed psychometric instruments in practice?
RQ2: How the participants perceive the adoption of psychometric instruments regarding per-
sonality in SE research?
Given the set of psychometric instruments [x1, x2, ..., xn] used in purpose in SE research
[y1, y2, ..., yn], please answer:

Q5

Using the instrument X with the purpose Y in SE research is consistent with its
original proposal in social sciences.
(strongly agree, agree, neutral, disagree, strongly disagree).
Please detail your answer:

Q6
Using the instrument X can support the SE researcher to achieve the purpose Y .
(strongly agree, agree, neutral, disagree, strongly disagree)
Please detail your answer:

Q7
Instrument X is easy to apply to achieve the purpose Y
(strongly agree, agree, neutral, disagree, strongly disagree)
Please detail your answer:

Q8

Analyzing and interpreting the result of using instrument X with the purpose Y
is easy for a non-social science researchers.
(strongly agree, agree, neutral, disagree, strongly disagree)
Please detail your answer:

Q9

The application process of the psychometric
instrument X with the purpose Y is consistent
(strongly agree, agree, neutral, disagree, strongly disagree).
Please detail your answer:

Q10 Are there any recommendations to improve the negative points?
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The next steps for this survey can be seen in Figure 8.

Figure 8: Next steps to refine survey
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Data analysis
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study

• Invite social sciences researchers to collaboration: we intend to discuss with
social sciences researchers about: better definition of the sample; execution of a focus
group and/or pilot and data collection agenda.

• Conduct a focus group and/or pilot study to refine the survey: with a de-
fined agenda, we plan to conduct a focus group and/or pilot process in a subgroup of
respondents. We aim obtain feedback to make refinements on the survey instrument.

• Refine the survey and mapping artifacts: with the previous step already exe-
cuted and discussed, if possible, in collaboration with the social sciences researchers,
we will redesign the survey instrument.

• Apply the survey and collect data: with a schedule defined, we intend to apply
the survey.

• Data analysis: the data collected from the survey will be analyzed with the support
of the statistical techniques briefly discussed (open to changes).

• Report and package the study: finally, we intend to report the results of our
study and make the artifacts available in order to make them auditable and replicable.

5 Conclusions and Next Steps of The Study

As presented in subsections 3.5 and 4.4, this study is at an initial step. Thus, we
cannot draw major discussions and conclusions yet. The next steps direct us to finish the
data extraction for the next seven years (2014 - 2020) according to the mapping protocol’s
inclusion and exclusion criteria (present in Table 1) and thus conduct data extraction as
described in the Data Extraction Form (see Table 2). As soon as possible, and with a
considerable amount9 of information extracted, we intend to refine the survey protocol

9To be discussed among the authors.
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with social sciences researchers as discussed in subsection 4.4. Threats to the study’s
validity need to be strongly discussed among the authors and were not discussed in this
ongoing study.
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