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TRANSFORMATIONAL GRAMMARS AS MODELS FOR NATURAL LANGUAGES

It has been a concern'fof some linguistic theorists the elabo-
ration of‘formai models apt to represent natural 1anguages, i.e., the lin-
guistic intuition of a native speaker-héafer of a na£ura1 language. The
natural world presents the existeﬁ§é>of‘stxuctured languages, and‘ohe of
the linguistis'dintellectual pursuité has Been ﬁhe attempt at constrﬁéting
formal analogues able to geﬁeratevﬁhe struétural desc:iptions of these 1an—
guages. As the mathematical logiciané iﬁéend to establish formal mddels,
either axidmatized or not, powerful and valid enough to generate the ﬁathe-
matical structures, so the linguistic theorists would, according'to tﬁe

same persuasion,'try to develop formal analogues to the natural languages.

The logicians have, howeye:, the advantage of a consensus aé to
the raw materigl they must masﬁer, i.e., the mathematical corpus in itsélf.
There is no such a consensus among the lihguistic‘theorists. The very'ﬁre—
liminary question as to how to acquire the data they will work with defines

a methodological problem.

Given the absence of a satisfactory technique for gathering infor-

mation on a native speaker's linguisiic intuition. Chomsky has taken .the



position that the linguistics must assume their capacity to grasp this
intuition as a factual premise. Therefore, the linguistics must postulate
the existence of an ideal native speaker whose learning processes and

1
competence are then the topics to be explanined by the formal model.

It is only natural that contfoversial questions had given place
to controversial solutions, and Chomsky's position is by no means univer—
sally accepted. However the solution one adopts, there is still a further
question as to the criteria any model has to meet to qualify as‘an adequate
formal representation of a natural language. It is this'l#st question that

we will be concerned with in the following exercise.

Let us begin by clarifying what shall be understood. in this pa-
per, by model and by linguistic theory. Formal models are generative gram-
mars for natural languages. A linguistics theory for natural languages, on
the other hand, formulates sevétai possible generative grammars, that is to
say, moc_:lelaf.2 The first set of criteria we have to deal with, then, refers

to the requirements any linguistic theory must been to be considered an

adequate representation of natural languages.

First, a linguistic theory has to be descriptively adequate, i.e.,
it must specify a collection of possible grammars for the language. In addi-

tion, it has to make available for each natural language at least one des-



ériptively adeqdate grammar. Second, it has to have explanatory adequacy,
that is to say, it has to estébliéh criteria fﬁr selecting among the pos-—
sible grammars the descripti§e1y adequate one, on the basis of.primary
linguistic data. A linguistic theory satisfying the first criterion is
called a descriptive linguiéfic'theory; the fulfillment of the second

criterion qualifyies a linguistic theory as an explanatory one.

Any descriptive linguistic theory can be further qualified
according to its generative capacity. The generative capacity of a linguis-
tic theory can be either weak or strong. A descriptive linguistic theory
of a natural language has a weak generative capacity when itS»médels or
grammars are apt to generate the set of sentences belonging to that lan-
guage. It has a strong generative capacity when, in addition, its models
or grammars are apt to generate the structural descriptions of the senten—

ces.,

Turning now to the set of criteria.that'the grammars must satisfy
to be an adequate model of .a natural language, it can be said that, from a
descriptive point of view, such a set is conqtitute& precisely . by those
~ two capaqitieé already mentioned, that is to say, adequate grammars must

have a weak as well as a strong generative capacity.

On the other hand, any linguistic theory has an explanatory ade-

quacy when it provides a measure for evaluating the grammars stemming from
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it. This criterion however is not easy of being met. The primary linguis-
tic data on the basis of which this evaluation would be performed is ques-
tionable. But in addition to it, there still is the requirement that ' the
grammars generated by the linguistic theory have to be disposed is such way
to allow a clear discrimination amohg them in relation to the degree of

adequacy they'possés.

These are some of the criteria presented by Chomsky in relation
to the problem of formulating an adeﬁuate linguistic theory.3 In order to
elaborate the problem a step further, we will bring in another important
criterion that any grammar must satisfy, if it is to be a model of a natu-
ral language. We mean the criterion of recursiveness, to the discussion of

which we now turn.

The eriterion of recursiveness requires of the whole set of sen-
tences generated by the grammar to be recursive. We say that a set {s re-
cursive when it is possible by means of a mechanical device to enumerate
all the elements of the set, and all the“elements of its complements. A
technical definition of 'enumeration' is 'to establish a one-to-one corres-
pondence between the elements of the set, and a subset of the ﬁatural num-

bers'.

The ground for such a criferion becomes apparent when one re-
calls the very justification for the intellectual attempts at formulating

models for natural languages. Such models intend to be models of the com-—
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Petence of native speakers. When we talk about the competence of an i@eal
native speaker, we are talking about someone who is ahle to, given any
‘utterance', tell whether or not such an, 'utterance' belongs to his native
languege. The supposition in here is that the native speaker has internalized
as 1t were, one algorithm that makes him able to dlstlngulsh the set of well-

formed sentences form its complement. In correspondence with thls capaclty of

a native speaker, what the grammars must do is to make that algor1thm explicit.

To meet all of those criteria is far form an easy question,fcr any
grammar. Most of the grammars that have been proposed satisfy one of'anether
type of criterion, but not all of them. Let us take, for instance, the unres-
tricted rewriting systems. These systems are extremely powerful, bezng able to
generate an arbitrary number of natural or artificial languages. It has been
proved, that such systems are equivalent to the class of partial recurSiVe ‘
functions, i.e., the class of Turlng Machlnes. Therefore, these systems are
recursively enumerable, but not recurslve. Thxs means that they have power in

excess.

The context-free grammar constitute another class of examples. They
have been proved to be recursive buththey do not have any generative capacity,
not even the weak generative capacity. It is accepted, in gemeral, tha the phase~

structure grammar formulated to this date do not have the capacity to generate the

phrase structures of the sentences of the natural languages. Whence the

-5



necessity, which gave birth to the formulation of transformational grammars,
of formulating another ﬁype of grammars,with more gene:ative power. But be-
fore discussing the requirement of recursiveness in relation to the tfans—
formational grammars, let us make clearer the distinction between these

and the phrase~structure grammars.
Definition: A phrase-structure grammar is a four-tuple

G =<V, W P, ¢> where:

1 - V is an alphabet;

2-Wis a subset of V; |

3 - P is a finite set of ordered pairs (u,_v) where u & ((V-W)* -{e})4 and
veV |

4 ~0e V=W

The elements of V-W are the non-terminal variables, and the ele-
ments of W are the terminal variables. The ordered pairs of P are the re-
writing rules, and are denoted by u + v. The elements of ﬁ are\the primiti—
ve terms of the language. The elements of V-W are the synthatical catego-
vries of the lahguage. In P is the set of rules that will permit the deri-

non

vation of the sentences of the languages from the grammatical classes. ",

represents the synthatical class of 'sentences'.
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In general, phrase-structure grammars set up a'cdxrespondence _

between phrase-structures and .zntences of the ianguage, but they are

ﬁéubjected to some of the following restriction.

.a)v Rules derived from some phrase—structure grammars are of the strlng-

by~

e)=

ar-

u‘e)%

‘replacement kind, that is to say, they allow the replacement of the

‘symbpls ;o_the left of the arrow in (1) if and only 1f the actual

gymbols occur in the conclusion of a derivation;

They are, in addition, expansion rules, that is, the string on the
right of the arrow has to have a lenght equal to or greater than the
string on the left. The string to the left of the arrow,however , may

éonsist of more than one symbol. The string to the fight of the arrow

‘may consist of one or more elements but must consist of at least one symbol,

Finally, the rewritten element may not be empty.
The rules permit only one repiacement at éach time.

No rules of the form u + u concatenated to v or u -+ v concatenated to

u.are allowed,

No rules having the effect of permutation of elements are Qllowed.

The facc that these réstrictions prevent déletidns and permutationsv

makes p0331b1e the reconstructlon of the hlstory of the derivation of a sen~

ICence, In addition, the restriction upon the lenght of the derxved expression,

“i.e., the requirement that the lenght of the derived expression has always
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_ to be equal to or greater thah‘the lenght of the premise makes it easy to
E.p:ove that the set of sentences of a language generated by a context-free

grammar, and also by a context-semsitive grammar, is recursive.

| We can sketch the proot that a cﬁhtext*sensitivg'g?ammat is recursi-
" ve in the £o;10ﬁing way: Given the element v we knoﬁ,‘by the lepght restric-
tion, that thete are only finitely many ways of deriving v, Then, we can set

up a mechanical dev;ce that screen all possible derxvat;ons of strlngs of

" 'symbols of lenght equal to of greater than v, effectlvely check1ng whether

v is among the derxved strings of symbols.

These restrictions show why this type of phrase-structure grammaré,
although able to generate a recursive set of sentences, does not posses des~
criptive generative capacity to the extent required of a model for natural

languages. Hence the necessity of formulating a different type of grammar,

_ The most basic distincﬁion between a phrase—structure grammar'and
a transformational grammar consists in the féct‘that, while the former sets
up correspondences between phraée markers and sentences of the language , the
latter establiéhe§ correspondences betﬁéen phrase _markers and phrase markers.
Furthermore, the restrictions placedlupon the rules of a phrase-struétute
grammar do not hold true in relation to the rules of‘a transformational grammar.
‘Rules of a transformational grammar do allow for the deletion of terms, for

. the permutation of terms, for conjunctions, and for the embedding of strings
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of expressions one into another.

It is this resilience of the rules of the transformational:
grammars what gives them their generative strenght. The derivation ot
new sentences, on the other hand, becomes more economical within the
framéwork of a transformational graﬁmar, tb the extent that on the basis
of a‘more restricted set of sentences it becomes possible to derive an
unlimited number of sentences. The full extension of this feature of
the transformational grammars, is understood when one recalls that, by
using only rewriting rules, one would have to derive independently each
one of the sentences, no matter how much similar or correlated t%eyrwere

to each other.

Once one has the notion of transformational grammar it becomes
possible to reformnlaté the definition of generative grammar for natural
languages. The new conception of a generative grammar will be the con -
ception of a cransformational-gramm#r, whigh will have two main compo-
nents: the base component - the rewriting rules; and the transformational

components - the transformational rules.

Considering now that the transformational grammar, as defined
above, will be posit as a model for natural languages, a precise formula-
tion of its rules becomes necessary, if we are to verify whether this model

satisfy the adequacy criteria previously defined.
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Supposing that the rules of transformational were given a_for¥
mulation in such a way thﬁt they would have an uniimited flexibility, tﬁen
they would also have a ge#erativg capacity probably as powerful as the
unrestricted rewriting systems. As a consequence, it would seem correct to
say that the set‘U of phrase structures genérated by the tr#nsformational

grammar, in likely formulations, is not recursive.

In an attempt at overcoming the probleﬁ of vagueness of thé
usual characterizations of the transformational grammars, Chomsky proposes
several restrictions upon the transformational rules, in order to make them
more precise and simpler? As a lateral consequence of Chomsky's main inte=-
rest, the restrictions originally devised as a means of reducing the va-
gueness of the transformational rules may be considéred as a promising

starting point in the direction of proving that the set U is recursive. We

‘now turn to the discussion of this possibility.

A first important restriction established by Comsky refers to
the elimination of the quantifiers in the f;rmulation of the conditions for
applying the transformational rules. This rectriction makes it possible to
establish, in terms of Boolean rules, the criteria determining the domaiﬁ |
of the transformations. The point is higly important because, were the
transformational rules to use quantifiers essentially, it would be pdssible
té apply Church's undecidability result to prove that the set U is not re-

cursive.



A second restriction establishes that the only deletions,allqwed
: afe those making possible the recuperation of the deleted element. The poséi-
bility of remaking backwards the derivation becomes then more feasible,being 
in this way tentatively incorporated, by the traﬁsformational grammars, an

important characteristic of the phrase-structure grammars.

A third restriction states that rules permitting permutations of
elements are to be dropped, and replaced by other kinds of transformations

such as substitutions, deletions, and adjunctions.

This set of restrictions aims specially at blocking the forma-
‘tion ofvnon-grammatical sentences by appying the transformational rules. For
instance, the deletion of ar element ithat cannot bé recovered, or the irres-
trict use of the relativization, may lead to some non~legitimate transforma-.
tions, such as the well know example of the phrase- "John hurts John" - being
transformed into - "John hurts himself" - , which is a‘leéitimate transformg-
tion, and "the béy hurts the boy" being transformed into '"the boy hurts

himself", which is not.

However, making sure that those restrictions had been established
and that they are sufficient to prove that deviant sentences cannot be deri-
ved from the ruies, does not warrant that a device for decidihg whether a
given sentence is deviant or not exists. The transformational grammars with

this set of restrictions, can be called, although not in a technical sense,
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"consistent", but they cannot be called recursive. The question whether or

not we need more restrictions, and of what kind, remains therefore open.

Another important modification in the transformational grammars
suggested by Chomsky is the incorporation qf context restrictions by trans-
formational gramﬁars.6 This modification leads to the use of context-free
languages as component basis of the transformational grammars. It was pre-
cisely this type of transformational grammars, using context—free rewriting
rules as component basis, and a set of restricted transformational rules,
that have been proved to be equivalent to the family of recursively enumer-
able sets, by Seymour Ginsburg and Barbara Partee. But remains open the’

problem of knowing whether by joining a new set of restrictions to the this

type of transformatignal grammar it would meet the criteria of recursiviness.
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NOTES

1 - Chomsky, N., Aspects of the Theory of Syntax, p. 19

2~

In this paper we will be concerned only with the synthatical components

of the grammar, not with the semantical or the phonological aspects of it.
Chomsky, op, cit., p. 18-37.

Where € is the empty string, and * is a denotation for the set of words

over an alphabet V.
Chomsky, op. eit., p. 128~147
Chomsky, op. cit., p. 139

A Mathematical Model of Transformational Grammars - Ginsburg. Seymor,
Parte%)Barbara~System Development Corporation - Santa Monica - California

report n? 21 - TM 38/ 048/ 00
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