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ABSTRACT -

In the present paper we consider am analytical queneing net
work model of a multiprogramming system with symmetric proceg
sor, several peripheral devices and an abstraviles distriButed

number of programs in the system.

In order to find a simple model for this system we asgume that
the processor are always ackive and with this ﬁheav& traffic
assumption®. We obtain a much simple model than the mbdels
wﬁich are derived with the wellknown methods of_Gérdan/Newell
{1] and Busen [2].

We also give a relation to check whether the heavy traffic
¢ondition is satisfied.

KEYWORDS -

Multiprogramming, multiprocessor system, queeing network model,

responsetime, shroughpart, utilisation, queuelenght.



RESUMO ~

No presente artigo ronsxdera se um modelo analitico de redes de
filas deum sistema de multzprogramagao com processadores simé -

tricos, diversos periféricos e programas com dxstrxbulgao qua1~
quer. '

Para obter um modelo simples deste sistema, supoe-se que . 08
procesaadores estio sempre ativos e com esta auposzgao de. :rafe
go peado obtém-se um modelo muito mais slmples do que os deriva.
dos dos conhecidos métodos de Gordon/Newell [1] e Buzen £2l.
Da-se também uma relagido para testal se a condigEo~de_:r§fego
pesado & satisfeita. ‘ : :

PALAVRAS CHAVES

Multxprogramagao, sxstcma de multzprocessadores, modelos de re-

des de filas, tempo de resposta, vasao, utmlzzagaog comprxmento
de £:1a.
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1 - The Multiprogramming System

.. The multiprogrémming system we consider is composed of a
.CPU. with several.symme;rig‘pfocéssors, an arbitrary number of
‘paripheral devices and‘a main memory with finite storage capaci
ty (Fig. 1.1).

CPU , )
' ' peripheral devices
m_ number of processors

number of peripheral devices
W; service rate

. transition proﬁabiiity

Figure 1.1 The mulfiprogramming system



After being served im the CPU a job leaves the system (and the
main‘hémpry) with the probability P0 or needs a peripheral de
vice with the probability P, and is then served in the CPU
again etc. The released storage reglon ig allocated to one or
move Jobs whlch then join the queue in front of the CPU. In
front of the main memory a great number (with meanr) of jobs is
'waltlng to find a free storage region.

The transition probabilities P, an the service rates u; are
known, as well as the storage capacity H and the distribution
of program length, which can be arbitrary..

The service times in the processors and the peripheral devices
are exponentially distributed.

There already exists analytical models for this system:
for example [2] with a fixed number of jobs in the system and
£3] with an arbitrarily distributed number. In the present

paper we assume the processors are always active.

With this "heavy traffic assumption” we are able to find a sim
ple, (but for most applications sufficiently exact) model to
calculate all interesting system variables in a short time with
out a2 .computer. In order to check the heavy traffic condition
and to estimate the error if we make the heavy traffic
assumption, we derive special relations from sensitivity and

accurdcy considerations.



2 - The Number of Programs in the>System

The number of programs in the system depends on the storage
capacity H of the main memory (which is constant), and on the
program length with the arbitrary distribution Fg(x). We are
: interested in the prqBability 9,

g, = Pln programs in the main memory]

for which we find solutions for exémplg‘in [33 or in [4]

We have
95" Yn-fin” 9(n+l)min (2.1)
end the mean number N of jobs in the system
R = BIN] =% q ‘
aw1® min (2.2)

q = Plat least n programs in the main memoryl

*n min
We obtain 9, pin with' the p d £ -fng(x) of n program lengths,
which is the convolution of n p d £'s fg(x) of one program length

fng(x) = £3(x) (%) f£g(x) (¥) fg(x) (*) ... (2.3)
lwi;h the Laplace-Trdnsform:
Fag(s) = (Fg(s)™ (2.5)

. H . ; ;. .
% min '—i fng(x)d



Examgle.lﬁ‘

Example 23

Normal distribution

e —

Exponential distribution
L X
Fg(x) = 1 ~ e E

£ = mean program-length
n-1_4 -

p -3 BN - ¢
qn min i,o'{!giO e _g

x - L(2=E
e ™2 (Xai) ay

2 .
¢g"= variance :

1 2
| - 1. e -5 y-nEl" ay
99 min g /2an o ovn’

(2.6)

(2.7)



3 - The Heavy Traffic Approximation

1f there are many jobs in the system, we may assume that
processor queue never mmnnes.Then for the utilization of the
processors we ‘have:
P o= 1
e
Thxs is our heavy trafflc assumption. po cannol be greater
than 1 for in this case the queue length would grow to 1nf1n1ty,

which is not possible, since the mean number of jobs in the

'system is constant N,

Thg condition for this assumption is that there are a'shffiéin
ent number of jobs in the system. Thxs can only be the case if
the main memory is big ehnough and if there is a large number of
jobs waiting infront of the main memory.

We make further comments about this'matterkh chapter 5.

With this heavy traffic assumption it is now very easy to cal-
culate most of the 1nterest1ng varlables of the system,

With : @ N0 | -
‘ ?o T T and OQ -1

we get the arrivalrate at the CPU

Ao = my .M (3.1)

and the'throughpu;
e Pg - A, (3.2)
since

Py = P[JQB leaves the system after being
'~ served in the CPU]

= P[Job in the processor queue is a
newly-arrived job]



A, is also the departurate from the CPU and therefore the arrival
rate at the peripheral devices and for the arrivalrates at  the
single peripheral devices we get:

~and for the utilization o,

:pi“?ﬁ" : (3.4)
B £ | -

With utilization.'pi we are now abie to calculate all interesting
vaciables of the peripheral devices with the wellknown relation
for M/M/1 queueing systems, see for example [5]:
‘Discrete distribution of number ‘of jobs in the devices
Pi(ni) - P[ni jobs in the devices]
Cn,

Mean number of jobs im the device:
N, = i (3.6)

Queue ‘length in front of the device: -
N, =N =0 (3.7)
System.time in the device:

. Ti - ‘i’;‘" "b_!i (3‘8)

and the waiting time:

.

N .(' 3.9)



If we have several peripheral devices of the same type, for
- example three drums ‘- or two Printers, then we have only one
queue infront of these devices and have to use then the
‘formulas of M/M/m queueing aystems. £s5]

For the CPU, usxng equatlon (2.2) and (3.6) we get the-fqllawihg 
' expressxcnafor the the mean number of jobs:

Fowf -5 w (3.10)
- - m (3.11)

Qo To. [+

T = e N (3012) )

o ko_ o L
and o
R | :
W = o N £3.13)
o AO 9 .

A very 1mportant variable for computer systems 13 the response
- time Ty is is the tlme from the 1natant 8 jobs Jozns the system
until it is completely served.

In our cases. T is the sum of the waiting time TW a job has to
wait until it may enter the main memary: and the system time Ts a
JOb 13 1n the main’ memory

T=T-4 7

W - g

T, we get immediately from the throughput,‘ ‘A (equation (3.2))

and the mean number of jobs waiting in front of the main memory:

and T from the mean number-N of jobs in the system and Little's
result [61



and finally:
R ) (3.14)

'The calculatlon of the dlscrete distribution of the number of
Jobs in the CPU is a bitmore complicated and is there fore
for the mext chapter.

4 - The Number of Jobs in the CPU:

- To. calculate the dlscrete dxstrxbutlon of the number of Jobs
in the CPU we use the known distribution of the number of Jobs‘
in the whole system and 1n.the peripheral. devices.:

With

CP(i,i)= P[1 Jobs in the per1pheral devxces, j jobs in
the system] '
we?get |
e e 2 e (4.1)
Po.(“o); " l.En Et('l“,-‘_lo' '1) ‘ A
‘ o :

slnce there must be (i~-n ) Jobs 1n the perxpheral devices, Lf

there are no jobs 1n the CPU and i Jobs in the whole system.

The prébabil{tfes

q, = Pfn-jobs in the main memory]



and P = P[lr jobs in the pefipheralr:devices]

are independent,

qnudepends only on the storage capacity and the diStribq;ign of
the progfam length, and Pn only on the distribution oﬁhghé7servi

ce times and the transition probabilities.

There io;e.we have:

P(i,j) = Pi,qj (642)

. and

. o -
Po(no) = E P nO +qs (4.3)

In many practical cases q, is gre&ter'thah 0 only in a small
interval and then we have to sum only a few steps.

(see the example in chapter 6).

If there is a constant number N of jobs in the system we have:

! S '

and we get in this case

°
Often it is sufficient to'éssuﬁe a constant number N of jobs in
the system also ‘when we have an arbltrary dxstributxon @f this
number and we then get the following approx1mat10n for- P (n )

P.(n ) f PNrn - : -(4.5}

o . . : :

The accuracy oﬁ thxs approx1mat10n is suffzclent in many cases

'(for example the system in chapter 6) and the cost is much less.

We may calculate the'probability Pn with the probabilities
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Pi(ni) in the peripheral devices. Since these probabilities are
independent Pn is the convolution of all Pi(ni)' But this is a
very lengthy operation and 80 we replace the k peripheral devi=-.
ces with different’ utilizations by k peripheral dévices with

‘the same utilization p. We oﬁtaiﬁrthis,ﬂ with the conditiog L
that the mean number of jobs in‘theﬁdevices*is the same in both’
- cases:

i=1

. ‘ *(406)
: k+i§1ﬁi .

The discrete distribution Pfgn),9£ theﬂnumhér of jobs in one of

these replaced peripheral devices is

R CORCINE T o .7
Pn-if the convoelution of k’qf theée probabilities

P - PO () @ P) @ ... ®2(0)
With the z-TranSfofm of ?n

g Lk
P(z) n.....(j.:.:&.z...

" k
(1-p )%
we_finallyzgét:
1 ok ksl o .
?n =1y (1P P ’151.“+1' . (4.8)
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5 = Accuracy and sensitivity considerations

5.1 ~ The sensitivity

Because’ of the approxxmatxon the value of the CPU utlllzatlon
Po is a little too hxgh (for example 1 instead of 0,98) and |
therefore ‘the values of the CPU arr;valrate ko’ the through -
put A and the utxllzatlen Py 0f the peripheral devices#~are

,too hxgh by the same factor (see equations 3.1 -~ 3.4).

These values are ‘the upper limits for the respective

variables.

To evaluate the method 1t is 1mportant to know someth;ng about
the sensitivity of . the xnterestlng variable with respecﬁ to the
error in the utilization Py

We.consider:the‘mean,numbe:”ﬁi @f jobs in. the peripheral devices
and define the sensitivity Ei as follows:

A ®., . A p..
i wp. i (5.1}
ﬁ 1 pi A .
i

und get with

A .= 0Ny ap (5.2)

1 rm—— b 8
3p.

and'equatioﬁ.. (3.6)

RN N (5.3)

Figure 5.1 shows how this'seqsitivity‘depends on' ‘the:

'utilizatibn'pi
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Fig. . S‘i Senszt1v1ty of the mean number of jobs in the'
perlpheral devices. ., = ¢

From equatlons (5 3) and Flgure(S 1)  we see that for pi close
to 1 errors have a much ‘greater 1nf1uence than- for Ps close to
0. If for example Py has an error of 1% this yields error -of
Sz for Py = 0,8 and only 1,437 for P; = 0,3

i

Similar for the probilities Fi(ni) we get

A P.(n.)

2o il o= fn, - N1 4 pi , | (5.4)

We recognize from (5.4) that values close to the mean N will
be accurate and that the sensivitity grows 11nearly by thh
respect to the distance from the mean Ni'

Example: .

We consider the system.of chapter 6 and calculate the value of
the mean ﬁi.at some values of'po (seg table 5.1). Our

approximate model has. three general properties, which are also.
apparentlfrom table 5.1,
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1. The values from the approximate model (p =1} are
upper limits for the real values.

2, .The errors are greaters the greater the values of pi

2

3. We still get acceptable,values,.whéﬁlphsﬁgSandﬁz0,95'

Ny

W Ng-

.®

N

N

R P - 46 | 6e=0.81
o 1=0,37 AR P3=0,66 Py =0,46 psaor3§ -
1 0,60 1,04 1,92 0,84 4,21
0,99]0,59 1,02 1,87 0,82 4,00
0,95 0,55 0,94 1,67 0,76 3,30
0,96 0,51 [ 0,85 1,45 0,69 2,67
Table 5.1  Mean number ﬁiunf.jopb in the peripheral devices forx
gome.. values of the CPU utilization Po e
Heavy Traffic Condition

5.2 - The

To apply our approximate méthqd_it is necessary ;o-kﬁow whether
the héavf“traffic condition (p = 1)'£é satisfied. This can only
be the case if there are a suff:c1ent number of  programs in the
aystem or 1n the maln memoxy. Our problem 1s ﬁhere fore to flnd
the minimum storage capacity H mln. We have the f0110w1ng

relation between the storage capacity H and the CPU utllxzat1on

Py See Figure 5.2 [37
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H

 Pigure 5.2 CPU utilization p, versus storage.capacity H.

For H = 0 we have Po = 0, since there are no jobs in the:systeﬁ;;
At the beginning we have a lxnear slope.(if we double B we
have the double numbeér of jobs in the system and there fore the dou
ble value of po), and for H -+ « ywe have R * }.

This relation corresponds to

The unknown system parameter ‘4 can be calculated if we assume
that there is 8space for only one program in the main memory
Then we have

H=E (§ program length)

During one cycle this job remains lluo secs in the CPU and 1/Y
secs in the per1phera1 devices.

F . i=1 ui



]

We consider in équation (5.6) that the service time in the peri
‘pheral devices is ¢ with the probability P, (see Figure 1.1)

Then in thls case we get the CPU ut111zat10n p immediately

1 ' 1
[+] (5) el 1)
[+] mo

.or p (&) . X .

with,

servicetime in one processor
servicetime during one cycle

X =

and with equati0ﬁ>(5.53

1 X 3 A '\
N @ o e £ (] e {(5.8)
G w, ) (3-8
From equation(5.5) and (5. 85 we can devive a nice formula to

check whether the storage capacity H satlsfles the heavy trafflc
condltlon'

. N N o z : N ‘-. p . Lo
_Hmin S S Om}n) (5.9)
We' have to choose p m1n taklng into account’ consxderatzonsA ‘of

accuracy as we dld in chapher 5 and we have to estimate ‘or to

calculate x with equations (5.6) and (5.7) and get an approxi-
mate value of the minimum storhge]c#pacity Hmin.

With-the realistic value x %‘1/2 we -get the'following values of
Hmin/E.



;16*

0,98 5,6 13,6 | 21,4

0,95 | 4,3 | 10,4 | 16,4

0,90 | 3,3 8,9 1 12,6

Table 5.2 Minim um. storage caﬁacity Umin/E with x= 1/2 "and
»i;some_valueé of CPU;utiIization” Py

We see frqm table 5.2 that for the example in chapter 6-22
programs must find space in the main memory if x=1/2 and"'we‘v
demand Po”min =0,98.

6 - Example:

We shall now demonscrate the approxxmate model using a speczal
3 processor system.

We have as storage capaclty H = 350 SU (storage unlts) and a
'normally dlstrlbuted program length with mean E = 15 SU and
standard deviation ¢ = §5 SU.

N\

The mean- service times. 1/u; and the transition probabilities are
glven in. table 6.1,
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Nr. Device llui : P;

0 Processor 71,8 0,093
1 Plotter 347,8 0,026
2 DPrum 38,4 0,317
3 Disk 48,7 0,323
4 - Card reader | l60,3 ' : 0,068 .
5. Printer : *>111,8 | 0,173

.

Table 6.1 Mean servicetimes llui in time units TIU. and

' -~ transition probabilities of the components of the
system.

First-weHcheck_withvequation(S,Q)‘whether the,heavy traffic
condition in satisfied. We get the mean service time .in the

peripheral devices from equation (3.6) and x from equation (5.7)
1 o
e = 74,0 : x=0,49
. H . :
and from equation (5.9) we finally obtain the minimuﬁ'storage
capacity H_._if d d p.min=0,98
P Y Bpin Af ve eman» P min=0,

R © Hmin = 21,9 E= 328,5 < 350 = H

"The heavy traffic condition is satisfied.

6.1 - Number of Jobs in the system.

From equations (2.5) and (2.2) we get the mean N and from
equation(2.1) the discrete distribution qn‘of the number of jobs
“in the system: see table 6.1 and figure 6.1 ‘

n |18 | 20 | 22 | 23 26 |- 26 | 28
0,001.] 0,051 {0,220 | 0,241 | 0,183 | 0,041 | 0,003

3

Table 6.1 Discrete distribution 4, of the number of jobs
in the system. (E(N) = 22,89)
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o R e Tt

48

'Flgure 6.1 Discrete dlstrlbutlon q

20 22

6.2 - Peripheral devices

2%

Jobs in the system.

In table 6.2 we fxnd the utilization Py
Jjobs N for the peripheral devices from equatxon(B 4) 'and (3.6)

26

“of

28 L

the .number of

‘and the mean number  of

and the exact values for thls varlable from [3l

Py Pi ex. Ny Ny ex.
1 5,373 0,371 0,595 0,589
2 10,510 { 0,506 1,039 1,019
310,658 | 0,653 1,924 1,858
410,455 | 0,452 0,836 0,822
50,808 | 0,802 4,197 3,772

Taﬁie 6.2 ~ Utlllzatlon Py

devices compared thh the exact. values p; ex. and N,

~

and méan number N

for the peripheral

iex.
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Only for the printer we have a noticeable deviation of

Ni' There are two veasons for this effeet. First the sensivity

which is preater for high values of p ‘(see chapter 5.1); second

the limited number of jobs in the'aysiem, which we didn't consider
for the peripheral devices. In cases of long queues this limited
number of jobs in the system has an influenee noﬁ only on the CPU
but also on the pevipheral devices.qu this'cése we compare the

diacretevdistributicn Psfns) of the number of jobs in the pPrinter

of our approximate model with the exact distribution [3] in figure

602 ' ’
4 .
# exact
L3 . . 4 - approximafe'
fr #V
: &
¢
W
‘?4 .. i
| » @ ® P » ¢ a

o 1 , 5 o ST

Figure 6.2 Discrete distribution of number of jobs in the printer

6.3 - P U

The mean number of jobs in the CPU ﬁo_isjfrom eq.  (3.10):

»

N = 14,30
o .
and the exact valua from [3]

.

N

déx §,14;83

@) is less than ﬁb ex,_hecauge the mean number ﬁi iﬁ.thé periph§'
val devices are 2 little toogreat and the number in the system
is akaet,, The exact distribution fér this c&sé [31 is compared
with our approximate equation (4;3) in Figure 6,32 and with cur

simplified approximate equation (4.4) in Figuie»é.Bb
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Figure 6.3 Discrete diétributionfcf the number of jobs in the
CPU :
a) exacttand approximate+values eq. (4.3)
by exacttand approximate+values eq. (4.4)

3
»

7 - Short Summary of the Modelling
‘ ‘ bA

We conclude this paper with a short summary of all the steps
necessary toarrive at the approxlmate model of our multlprogram
ming system. ‘

We consider a multlprogrammxng system with m, symmetric processors
and k perlpheral devices corresponding to Flgure 1.1,

The servicetimes are expontially dlstrlbuted with means i/ui and
the transition probabllltles -po""Pi are knewn. In front of the
main memory of storage capacity H are waiting 2 large number of
programs (mean number r) with arbitrary but known distribution of
program length. 7 . | '
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Step 1 heavy traffic condifion
We have to check

Hmin s H - ﬁ‘maﬁn ro ram‘len th

Eu € : .P b4 g
with .

Hmin = zn(l»pg

£ Lall= X/fmy) .

Py ¥ 0,98 for good aﬁpraxiﬁétions {(often P 0,95 is sufficient)

1/ - : ko
Y ug with l = E Pioe .}-
tu, + i Y der Yo

Step 2 Number of jobs in the system

qn’m PIn jobs ‘in the system]
®* %% win ~ q(n+1)min
Mean number:
, - »
CE[Nl =N =3 q
; - ne=l n min

with S, _ 2
e e 1 J“ . (Y - ni) “

in . - e ——
SRS g \o va' / ay

if the program length is normally distributed

and : : N .
-1 i -
9 min® 1 - & ~“E~vv~"~*"° ¢ 13
i=0 T3t L
for exponeﬁtiél distribution

wvith the mean £ and the variance ©
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and . | ﬁjﬁ'
fn minw,e'v. an(X} dx

Vwith

fng(x) wfg(x) @ fg(x) @ vesoss

for arbitrarily distribﬁtg& program length with the @df fg(x)

Setp 3 Throughput = and respongetime -

Throughput
A POFxo'Wlthf. A" m oMy

= (N « r}‘

Response time

Step 4 Other interesting system variables

- The formulas to calculate the other 1nteresting syatem
variables are given in the following table:
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. Peripheral Devices CPU
Utilization | bi"_ﬁi s A.m op. A 1
.oopi i i""o _
: k
Mean Number = P, =R =
of Jobs Ng= T:%. A No  N Jiglni
i
‘Quege Length : Nq;n Ni-pi - : Nq»“ No—'mo
o he! : o .
Systemtime T, = RS
. i X, i
i
Waiking time : W, ® o
: i
i § ye(1-0 yp B .
Distribution | Pi(‘i).(l'pi)pi see Step 5

[
i

Step 5 Digscrete distribution of the number

-of jobs in the CPU
a) Expensive approximation

e N
..Po(no) = 1 Pion 93
i=n_

»]b)‘simple‘apbfbximation"

po(no) a'Pﬁ%no

N in this formhléﬁig_the‘inigger mean of the number jobs in the

system,
with 1 o .jk pn k-1
Pn T—-'-'-k__l)! (Y4 - ‘ illl n+l
and
k L
‘Z Ni
p = i=1 .
k4.5 T,
e 20 N §
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