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Abstract:

This study, gart EY of a series on mlcroyrcgramm1ng,
reviews some of the difficulties in the development of Higher
Level Microprogramming Languages (HLML) and how some of these
difficulties héve been resolved. It concludes that the dlfflcultle*

of HLML design are partly due to lack of partlclpatlan cf language

designers in the hardware design.

Key Words:

Compiler Optlmlzatlon, Delimiters, Mlcroprogrammlng Languages,

Octal mask, semantics, syntax.

Resume:

Esta Parte II de uma serie sobre microprogramagao tem co
mo objetivo uma breve recordagao das dlflculdades encontradas em
desenvcﬁv1mento das 11nguagens de mlcroprogramagaa de alto nivel
(HLML) e para mostrar como algumas dessas dlfxculdadas ja foram
resolv1das. 0 estudo conc1u1 que algumas das dificuldades en

projet@s de (HLML) sao atribuidos a falta de participaczo inici

2l na parte de desenhistas de (HLML) em projetos de hardware,

Palavras Chave:

Otimizagao de compilador, dalimitadores;'linggagam de micropro -

gramagao, miscara octal, semanticas, sintaxe.
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MICROPROGRAMMING

PART II: DEVELOPMENTS IN MICROPROGRAMMING LANGUAGES

2.0 - Introduction

. The orlglnal 1nterest in mlcroprogrammlng stems from
three 1mporrant usas, interﬁretatlon, emulatlon and control in
dlgxtal syatems. The hcrizcn has now expanded to include compller
optlmlzatlon, alternate levels of program 1mplemeutat10n, slgnal
processing, etc; together with a flexibility that permlts‘ﬁv
alternate function definition and emulation of varying archltec~
turesy

- - The greatest’ dlfflcultymﬂ mlcroprogrammxng remaing
efflclent ‘codification due to lack of sdequaté’ blgher-level
lauguages for samee This: study nbrmefly,surveys some of the
difficulties in microprogrammingi1anguagé«developm9nts and some
of the progress made in this direction.

2.1 - Microprogramming Language Development

‘The greatest 1mped1ment to mlcraprogrammzng language
development Ties in a thorough understandlng of both the software
and hardware ‘architectures of various systems to des1gn a common
‘language. Other dlfflcultles exist w1t'h gome of them’ and are traceab]_e

'to the following necess1t1es.

« Few mlcroprogrammers are partlclpants in the design
" of systems they mlcroprogram.~ ‘

. Magor systems desxgn consxderatlons are economxc w1th
llttle conslderatlon for syntax, semantlcs, portablllty
and other problnma that go with flrmware development.

. Mlcroprogrammlng orlgxnally llmlted to 1nterpretat10n,
i today used in compller optimlzatlon,_eontrel in

'dlgltal systems, signal processlng,;etc.

» There now exxst;alpge¢m£p:ieasy‘and-gltgrnateﬁfunction
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deginition in digital systems, Most mlctoprogrammable
machine (Nannodata QM=~1} can have thexr 1nstruet10n set altered

by new definitions,

In general, basic trends in mlcroprogrammlng language
development has follawed the" same trends as found in hlgher Ievel
languages, the flrst of whxch was the. ‘ML, (reglster trangfer
.language) developed for -the LX~1 at MIT (Hornbucéle, 1970)

HILL > AL ———> ML >-MPL‘ > MOP: ---'—->’ S‘IGNA-LS; gE
: (codes) ,
Translat1on Interpretation Execution:
Compiler
Translator

Some of the later developments can be traced to Eckhousev
(1971), as well as Mallet and Lewis (1971) Wlth some - referenceS;
made by Hussnn (1972) Some of the Computer Hardware Deszgn
Languages (CRDL = (Chu~1972)): donot seem. to offer quite the same
facility as tradltlonal high» level languages .

2.2 ~ Some Microprogramming Languages

+

. Mlcroprogrammable computers are characterxzed by varying
archltqctures (horlﬂontal, vertical, etc) which make it necessary.
to classify mLcroprogrammlng 1anguages accordlng to their’ encodlng.
There exxst ‘at least three types of. mlcroprogrammlng 1anguages,

be31dqs the’reglster transfer Ianguages' viz.

a) Assembly language;
b) flowchart; . -
¢) higher iéﬁel'lauguage.

2.2,1 ~ Assembly Langﬁége‘Typé:

This form is used mastly in. vertxcally organlzed machines
such as: the- IBM 360/25,

The - assembly language type of m1croprogramm1ng languagea
offers limited- functlonal capabllltles 1n parallellsm or branchlng.
The only advantage is that it may be coded 1n hlgher level
notatlon .8uch ag-found”in thé IBM 360/25.
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Forlexample, ’ U= u,

indicate 1 byte addltxon of reglster contents U and HO in the
IBM 360/25 (Husson, 19701 In the assembly language notation of

HO

the same machlne, the follow1ng xndlcate tﬁe ORlng of constants?

V1 =Vl § KO4
OR(+)

2.2.2 - Flowchart type

The flowchart type. of mlcroprogrammlng language aparf
from offerlng an ease to read and p0331bi11t1es of algebraic or
_’Mgenop;czxepresen;athn is characterised by’ graphical information
similar to logic flow diagrams. Each line of 1n£ormat10n represents
a distinct functxcn. It has the advantage 1n that 1t could acco~
'modate saveral control schemes Wlth all sequenclng functlons
exp11c1ty stated,
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2,2,3 = The Higher lLevel type

The development of hlgher level mlcroprogrammlng languages
though dlffxcult offers some advantages, ameng which are the
follcw1ng.

.i).Speclflc problem orientation rather than machlne
30r1ented’ i
'ii) Reduct1on in software development lee because of
familiarity with expression; ' '
iii) Program readablllty hence easy proof of correctness;
'1¢}'Posslb1e program portablllty or adaptatlon,'. ' '

Exist also disadvantages, some of which ‘are as Ffollows:

‘$Tow executzon,

s,

jule
s

‘Memory space for obJect program;
Dlagn031s of error depend or Interpreter and

fois
CHs
e

programmer's knowledge of target machlne.
iv) Implantation may be 4ifficult.

4 normal teat ¢o determlne if a given mlcroprogrammxng language
is high lewel would include.

i),Deflned semantic;

'Mdst known highmlevel mlcroprogrammxng languages, however, lack
one or two of the above characterlstlcs and may even lack some of
the follaw1n§ capabalities.

i) Dgclarations;

ii) Procedural statements embedded in blocks;
iii) Timing and concurrency . of operatlons'

iv) Portabllxty,
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2.3 = Examples of Microprogremming Languages

Several examples of mlcroprogrammlng 1anguages exlst w1th
limited generallty, efficiency and ease of codlngn The fcllowxng

survey indicates some of these languages.

2.3.1- The General Purpcae Mlcroprogrammlng Language (GPM)

The GPM was developed at the Usc's Informatton Sclence
Institute" for the MLP*900 mlcroprocessor ‘linked to a PDP~10 by
an 1nput/output bus. It provxdes users access to a wrltable'
control memory (4K) mlcroprocessor as a servxce in the ARPANET

‘multlprogrammed envzronment.

: The goal cf GPM ls to provmde a hlgher level language
w1th wlde codlng options, GPM Statements fall 1nto four (4)

categories:

syntactic bloc structure;

e

[N
o
S Nl Nt

hardware generalization;

e
e
[

Multi~instruction Statements;

fotn
<
N

Expressions;
~The syntactic block structure takes the form

-BEGIN
Declarations
u"Body o
END.

Hardware prov1des a jump on less than zero with a hxgher 1evel
language providing other jumps relatlve to zero, An example of
this is in the GOTO destination.

GOTO 100; Abselute jump

"GOTO +10; relative jump
Hardwaréfmay-also:perfbrm aséignmegts, for example

'CEO 4~ CE1 - (77)

Whlch 31gn1£1es transfer of contenfs of register 1l to 0 for a11

bits in an octal mask.
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There are several other 1nterest1ng features of the GPM (see
Oestrelaher) including multlwlnsttuctlan Statements, expressions,
etc. Despite its lmterestlng attrlbutes, it rewains a specialised
?languag& for ‘the MLP- 900

2.3.2 -~ MIDDLE (Microprégraﬁ'ﬁesign and Descriptien Language).
/

MIBDLE (Dembinski and Budkowskl, 1978) allows the
sdescrlptlon of executing hardware, has a full mathematlcal semantic
‘descrlption and allows for mlcroprogram verzflcatlon. A program
in MIDDLE normally con31st of series of declarations followed
by entry labela and by & sequence of labelled statements separatad
by semlco]ons (Debimski et al, 1978). The following is an
example of the syntactic characterlstic of the syntactic charac~

‘terlstlc of‘MIDDLE,»'

1

<Program>:==<dac1arations>start*entry>3¢statement list>’

Declarations in MIDDLE may be-of-COnsténts, functions. ‘on variables
and may take the form,

declaration :; = dcl<constant part>
<function part>
' <variable part led>
A varlablg declared to be of a certain type (blnarv, lnteger,
real, array, etc) may also have a hardwar9 specification (sequential)
combinational). In general therefore, MIDDLE meats with a lot of
the higher level wicroprogramming language characteristics °
suggestgﬂ by_Dasgupta (1978).

2.3.3 ~ The Datasaab FEPU Mlcroprogrammlng Languages (ML) .

The (ML) though with hlgher 1eve1 language attrlbutes is
epecially developed for the Saab FCPU a vettlcally organlzed
(encoded) machine:. The (ML). structure is simple w1th m1n1mized

-

use of delimiters excepth:“, ( ):/*% and an 'End - of - card'.

The language can speclfy borh decimal and hexadeclmal
congtants and comments beglnnlng w1th tha delimiter (*) and -

ending with ’End~of~card’ There is no prcv1°10n for contlnuation,



The general ML program may be represented as follows:

<BECLARE>
' <Global Declarations>
BEGIN" '
<ftatements>
DECLARE
<Local Declarations>
‘BEGIN
' <Statements>
END
END

Note that the inner block of this program form can be repeated
n times, where 0Sn< ®, Other interesting features of ML include
vectors and subroutines, etc.
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CONCLUSTONS

’ This study though presentlng only a passing view of
microprogramming languages does accentuate some of the' commonA
problems encountered in integrating hardware and Gaftware concepts
to develope a consistent, codable microprogramming language.
Partlcxpatlon of hardware designers in the development of language
fac111t1es will probably ease some of the barriers to create a
1anguage for alternatelevel program 1mp1ementat10n.
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