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1. INTRODUCTION

‘Several concurrency'control mechanisms for database sys-
tems have appeared in the literature during the past few years.
Some of them use locking as the basic serialization mechanism
[GRAY. 78, ESWA 76] . Locking oriented concurrency coéntrol can be
considered pessimistic since database resources are locked even-

though transactions may not conflict with other executing tran-
sactions. Instead of locking, a conflict oriented scheme could be
‘used. A transaction is divided into a read phase, a computation
‘phase and a test and update’phase.-lf'the data objects read are
~detected as still valid during the test and update phase, the
values calculated durlng the computation phase are used to update
‘the database. Otherwiserthe transaction is rejected and it must
restart again. This épprOach can be considered as optimistic sin-
ce data objects are not locked hoping that they will not be mo- '
dified by'other-transactiOns: Examples of optimistic concurrency
‘control mechanisms can be found in [KUNG 79, BADAL 79]. |

* This research was partially supported by the Conselho Nacio -
nal de Desenvolv1mento Cientifico e Tecnoldgico (CNPq)



- This paper presénts'a performance evaluation'of locking
oriented and conflict oriented coﬁcurrehcy’control mechanisms.
Analitic models as well as‘simulétion models’are‘used'to ‘:obtain'
the average response time of transactions under both types  of
mechanisms. . : B | | o

e - Section 2 presehts‘the necessary_background._ Section 3
presents an analyéis_which cohsiders;the database as a single re-
‘source. In the following section, results are obtained for a mo-

del which considers the database as‘a collection of resources.

'The.papér,cqncludes;with an analysis of the results obtained.

: | A11 the Tesu1ts,presentedvin‘therpaper.are proved in the
‘appendix. ' ‘ o



2. CONCURRENCY CONTROL

v The semantlc 1ntegr1ty of a database may be Violated7
when the Jdatabase- d's subject ‘to concurrent access:  Therefore,
the . database management system must provide concurrency control
'1mechan13ms to - control” ‘the update activity 1n ‘the database. “Two
__klnds of concurrency . control mechanisms may be envisioned: ;g;
_,ckin 1_concurrency control -(LOCC). an Mconfllct orlented”'
‘zconc_‘re cy‘c'nt_oi‘(COCC) methanisms.. ' '

, A 16ck* is arserialization-mechenismewich protects:the' ‘
~owner of the: lock ‘from modlflcatlons from other users. Therefore,
'whlle a lock on obJect ‘X is' active, no other user can - _acess: »
that object. In a- sense, the use of- locklng is- pe551m15t1c 51n--“
ce. the object must: be locked. eventhough no other user may ‘want .
‘-to access the object concurrently. Certain rules must be follés-
_wed to lock and unlock obJects in' order to obtain serializable

logs. Two phase-locklng [ESWA 76]is an example of such rules.

Our'modelﬁof.a'LOCC mechanism is' as follows. Upon”arri-
val, a"transaction will try to acquire all the'databaSe resources
n1t needs., If-: it succeeds ‘it will start executing, otherwise it
~must. wa1t in a queue. Deadlocks are prevented by acquiring éll
“the locks at‘once,vat the beginning of transaction. When a tran-

- saction completee,it may free resoUrces which are needed by B
transactions;waiting&in'the"queue;JAt‘thisjpoint; all the .tran-
.sactions wich have all the necessary"resourCeS may start to exe-
~cute. Ties- between confllctlng transactlons are broken on a FCFS
~basis. ' ' ’

The second type of concurrency control mechanlsm con51—
: dered here is the conflict oriented one. '

* We will only be referring to exclusive locks in this paper.



A transaotion is divided into three phases:  a read

vphase; a computation phase and a test and update phase.

:During the readvphase the transaction'reads'a11‘ the
‘necessary data (the: read set). We will assume ‘that there is a
“timestamp . associated to each database resource as in. [THOMAS 79] .
These tlmestamps are read along with the. data -and w111 be used
xlater durlng the test and’ update phase. ' SR

rated for the ‘ata obJects to be updated When all the computa—f
tion-is done, ‘the test and update phase beglns. Durxng th1s -
hphase,‘the current values - for the time stamps of the read . set:
Uof the transaction are. obtalned and compared with the tlmestamps
obtalned durlng the read phase. If all the timestamps are current,
‘the ‘updates generated during the,prev1ous phase are ‘applied’ to
the database.fOtherwise, the:fransaction is rejeeted and it -must
restart from the read phase. N

| This approach can be considered optimistic, in the sense
that the database resources are not locked hoping that no other

e

transaction will interiere with the current one.

In the fOllOWlng sectlons we - Wlll analyze the response
-tlme for transactlons under ‘LOCC and coccC mechanlsms.

3. ‘THE_SINGLE ‘RESOURCE MODEL

‘In thlS section’ the database is modeled as a‘single re-
' source. For the LOCC mechanism, thlS is equlvalent to saylng that
every transactlon must lock the entire database. For the  COCC
-mechanism, this is equlvalent to a551gn1ng a single tlmestamp to

the whole database.

We will assume that transactions arrive at a rate A
transactions per second and that they are generated from a
Poisson process.



3.1. ‘Analysis of thekCOCC_Me;haniSm

,  In this1section.we_willrobtain the probabilityﬁdenSity
'ffunCtion"(p a.f. )Vfof a tranSacticn response time,. R. Let - the
“time to execute the “transaction once (read phase + computation

phase + test and update phase) be" exponentlally d1str1buted with
~average t seconds. Let P denote the probablllty that a tran-

" saction does not. conflict durlng its test and update phase. Thls
(is illustrated in figure 1. |

‘1 , - ‘“,._/r‘\ : ' fPf;

1...p ,

Figure 11—\COCC“MeChanism‘

The results given inlthié‘papér will be proved in the
Appendix. ‘
Result 1:;The,probability_;p = (1+b)-1; where p,=ﬁA/p.

In order to validate. the- results .we “have 51mu1ated the
system. ‘Table 1 shcws several values of p as a function of  p
‘ accordlng to the analytic model and accordlng to the simulation
" model. These results are also plotted in flgure 2 ‘

0.25 0.5 1.0 2.0 3.0 4.0 5.0
~Analytic . - P B , o .
Roonyts »1 0.80 Q.eg 0.50 | 0.33 | 0.25 |0.20 |0.16
Simulation ‘ o :
Results 0.79 | 0.65 | 0.47 | 0.28 | 0.20 | 0.17 |0.13

Table 1 - Single Resourse Madel (COCC)



 F1gure 2 - Probablllty of Success COCC
' Single Resource

——— analytic.result V'31mu1at10n results

Given %he‘prqbability p, we can find the Laplace'Trans—.
form, R*(s},,cf the response time, ﬁ, of a transaction.

‘Result'Za The Laplace transform R*(s) is given by

' R*(8) = F B*(s)
R .,1-(14p)B*{S)

where B*(s) is the Laplace transform of the time to execute the
transaction once. In our case, B*(s) = p/(sfu). This gives us our
next result. ‘ ' ‘ | : '
Result 3: When B*(S) = u/(§+u), the response time R is exponen-
tlally dlstrlbuted with p.d.f., r(t) glven by '

r(t),=‘upe"up,t for t>0



The average response time;‘R; is therefore.equalnto 1/(up); which
"-asJa‘function'of p-is iqual to ' : '

L | ‘Figure 3 illuStrates‘the‘variatibn'o£ ‘UR as a function
G i ~ R

(L0ce)

o
(coce)
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* Figure 3 - Normal’ized.Res.,.poh.‘sie Time for Single
' " Resource. analytic results
' : ~simulation results .

3.2. Analysis-fof the LOCC‘Medhaﬁism

The LOCC mechanism can be modeled as an M/M/lvqueueihg
system since all transactions conflict in this single resource
ﬁgael. Thus, the average response time for a transaction  is
given by the expression [KLEI 75]. '

R = /B



Figure 3 1llustrates the normalized average response tlme
-‘uR as a function of p for two types of concurrency control me-
~chanisms considered 1n thls paper. It can be seen from the 51ng1e
resource ‘model “that confllct orlented concurrency controlgperforms
c?better ‘than locking - orlented concurrency. control. Next ‘section )
ﬁ_models the database as.a collectlon of resources.. S o

4. THE MULTIPLE RESOURCE MODEL

Thls sectlon conSLders the database as .a. collectlon “of -
M resources. Transactlons are assumed “to update n resources chosen;'
w1th equal probablllty out of the M resources which form the- data~
base. The execution time of a. ‘transaction is again - exponentlally
_dlstrlbuted w1th average equal to n/u. Transactions Whlch update

mOTe . TESOUrCces - take longer to execute:
: The'reéUlts obtained for the'COCC>case are the-following;

Result 4: The probablllty of success, p, is givcn'by the expres-

sion
1 ,
1 + n(1-NC)p
, EEEEE M-n My
_ :wher.e T NC = ( n )/ (n)

and

el
i}

YWATR

Table 2 shows several values of p as a fﬁnction of‘.p
for the analytic model and for the simulation model. ’



| Amalytic . g g7 10,77 |o0.62 |0.45 |0.36 (0.29 |0.25
- Model g7 v o | ‘ Sk

Simu}?tion
Model

0.87 ,,0;77v*,Q;61';‘0.43 10.33 |0.27 o022 -

Tablea2 -\Probéﬁility,dfvSuccess for~M,=>2Q0jand n. =5
Fignre~4 shows the prqbabilitylpf success, p, as .a’
function of p for several values of n. | ’ '

From-tesultfs»we-have that . the normalizediaveragefres-
ponse time  pR is given by ' | ‘ B

WR = n[1+n(1-NC)p]

and is plotted in figure 5 as a function of p for several va-

lues of n.

n=10'
=20

Figureb4 —,Probability of Success (cocc, M = 200)
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Flgure 5= Normallzed Average Response Tlme (COCC M= 200)

Pl analytlc results = V. simulation results

In’order to comﬁare thg‘perfOrmanéé>of the”COCC me-

‘hchanism~with‘that-of-the:LOCC on@rwe.builx é-siﬁulationfmodei
 for the" locnlng orlented mechanxsm. Flgure 6 shows the normali-
zed average: response time @R . as a function of o for the vtwo'

‘types .of .concurrency control: mechanlsms. It can be seen from

the f1gure that the: normallzed average - response t1me for the

COCC mechanlsm is always better than the LOCC one.



10— R 2 ¢ (M=200,n=5)
| (M=50,n=5) , !/ _

s.o. . ! - / ‘ : (M=50,n=5)
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Flgure 6 - Nomalized Average Response Time. for. Multl.ple Resource Model
——— analytlc results COCC Vs:.mulatlon reqults L0CC

CONCLUSION

Two types of concurrency .control mechanisms for data-
base management systems have been considered in this paper:
optmistic and pessimistic ones. In order to analyze the respon-
se of transactions under both mechanlsms, analytic and simula-
tion models have been developed. The flrst model,- con51ders
the ‘database as being a 51ngle resource. The results of ‘this
model indicate that the normalized average response tlme for
the c¢lass of optimistic mechanisms is always better than “that
for the‘cl&ss ofvpessimisticjmechanisms; The second and more
general model considers the database as a collection of resources.
The results in this caseieonfirm the ones obtained from  the
simple model (the single resource one), i.e., the average res-
ponse time of transactions under optimistie-concurrency‘control
mechanisms. is always better than that under pessimistic concur-.
“rency control mechanisms. All the analytlc models glven,ln ‘the
paper have been valldated through simulation.

The problem considered ih this paper is being analyzed
in the context of a distributed database management system and
will be subject of a future report.
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APPENDIX
"Thisfappeﬁﬂix cdniains-fﬁefprddf for all results in the
paper.‘ ' ' '

¢P¢oef for ResuLt l ‘Let -us con51der a flagged transaction w1th
" execution time equal to T seconds. Let t;

'vbe the arr1val 1nstant of the transaction. Hence, - t,* T -iS~
fthe 1nstant at wh1ch ‘the. transactlon completes 1té execution. |

-Let us: d1v1de the 1nterva1 (to, t + T) 1nto m sub- 1ntervals of.
length At T/m. A '

"The-probability of 'success: B”qan'be‘c31¢u1ated aS follows.
Let B ‘

yf=’Pr[zero'SUCcessful,completions.in (ty.t,* T)] (A;l)v'

-Let usvfirst‘calculate th¢ probability p(t,At) of zero
sucessfﬂl completions in the interval (t, t+At) for small At.
" In order to find this'probability we;will first condition  on
'tbe-numbef,-k, of ‘transactions in progress at time t. Pk(t) is

.;the probablllty'that k transactlons are in progress at . time
‘Therefore e ' ‘ A :
.i k  rk i o k-1
et = 1 (1) @rust) peta-]
: i=0 "i% : P
=1 - prAt +0(at) L (A.2)

_ In the summation above, l-pAt is the probability that a
transaction does-not complete in At ‘énd uAt(l—p).isjthe pro--
bability that it completes but it is rejected. Let us now un-
.condition on k, ' | '
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it

f.'ip(tfét)V  kZO:P(F%Atlk)Pk(t)-

 3§ ~(1fgkpAt)Pk(t)‘K

H]

2= upat § KP(t)
- owpat ) KRy

Lo Bz, o N
1 - upAt __,BLZ,;_)_ < B ¢ Y5 )

1z=1

o 7Tk .

The number of transactions in the system can be modeled as the

ne

where.“P(z;t)*

Markov chain shown in figure 7

Figufé 7 - Markov Chain for the Number of in-Progress

‘Transactions

The .expression fof'P(z,t) is the same as the.dne‘for an
M/M/e. queueing system with average service rate equal to up.
From [KLEI 76)] we have that ‘ ' g

P(z,t) =.epr[t%‘(l'- e-upt)(z—lﬂ - (A.4)
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‘Therefore,

(1--’e'“pt55 ' _v.”.‘f L :(A,s)

SR o 4 T .
plt, X T m )

o o ;. "  Sl iT> .   : v .
m-1 | -up(t,+ =1
= {1 *-AI'[}‘-‘GT“” o ."  » RE

i =0 m

 Taking the natural 1ogarithm.of thé_aboveléXpression; we
get, } o
o m=l = oup(ter =)
log y = ] log[l - 2L+ 2 e Lo
_ Taking the limit as At » 0, or equivaléntlyras Mo WE
“have that
L _ m-1 . R 1 S o
lim (logy) = lim ) |e HPTe™ ¥P o~ - 1]'A%
i=0 - ,,\.,. , . ;

B m->co
In the limit, as m*», the summation can be transformed into an.

integral in X =,l% , where dx.= T/m, as shown below

lim(log y)

m-ro

1
>
o
=
o
o+
<
i
=
o]
»®
o
: ]
'
" ——
>
o
#

oo de U0 (o7WPT L ogy -t (A.6)
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Since we are interested-in‘the equilibrium probability, p,
wWe must take the limit of ‘the expre551on given by (A. 6) as tg o,
Thus, L : '

‘lim(log y) = -AT

‘oo ,t 0‘+°° .
eHehce,,y,= e e (AT

Now p ‘can be. ea511y found by uncondltioning on the: time
T a transaction takes to execute ' ‘

RS

p,,}J e ue dat Aty
. T=0 o
Therefore,
S= 1 ' Y
P = T+p wheie_ o v

Proof for-result 2: R*(8) can be obtained by f1rst conditioning-
- R on . the number, n, of times a transaction must
be executed. The probabillty that this number ‘is ‘equal to n- 1s
n-1 4
(1-p)" “p.
‘Hence

..R*_(;)' z [B*(s)j a-p™

n—

= P B*(s)
S 1-(1- p)B*(s)

“Proof for Result 3: This result can be 1mmed1ate1y obtained - by
‘substituting B*(s) = u/(s+n) into the ex-

fpression-given‘in Result 2 for R*(s).
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. The result»is

| R*cs) =B
- s*up.

‘which cah inverted to»give
cr(t) = u‘pe"upt‘ ~ for tz_o o

?Proof for Result 4 ThlS proofclosely parallels the proof - for .
result 1, therefore we will leave out some.

1ntermed1ate steps
We sfartfby.OEtainingifhe-ptdbabilfty :

| p(t,At) = P [ho transactlonWhlch confllcts with our
' : flagged transaction updates the DB in- the
interval (t,t+At)] : ’ '

Let NC be_the:probability that the flagged transaction
does not conflict with another transaction. This probability is
- given by the expression below. '

| NC:(M;A)
()

Let x(k) be the.probability‘that-the flagged transaction
conflicts with k transactions out of a group of G transactions.
Then, ' ‘v '

x(k) = (i ) (1-N0) ¥NCEK

Then, the probability E'that none of the k'conflicting
transactions update the database in (t,t+At) is equal to '
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=
i
B

i

C(C)a-puwt frawt

a-Epant

L}

We are nowfinbalposition‘fo~calculatelp(t;At)j'
p(t,at) = Z Z W x(k)PG(t)

where 'PG(tj =‘P;[therezare:G'transactiohs:in the SyStemj~

p(t,aty = ¥ Y (@ - li pAt)k ( )(1 NC)kNCG kPG(t)f
| G=0 k=0 |
= z P (t)[l - B pAt(l NC)J

_n R
1 ‘n‘,pAt_(l NO) G PC20)|

The value. of g“ P(z,t) can be obtalned in a 31m11ar
way as in result 1 where u is replaced by u/n Hence,

o _upt
2 P(z,t =B -e )
=2 P( ),z=1 " (t )
Similarly to the proof of result 1, we divide : the

‘execution time, T, of the flagged transactlon into m sublnter—v
vals of length T/m. Then, we calculate the probablllty
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~<
i

= Pr[no confllctlng transactlon updates the DB in
(e [T

jT - i 1 B R :
L u - *a‘(l‘N91517f5? nq | “m“ ]},

ﬁ

H
=

Taklng the natural logarlthm of y and taklng the 11m1t
‘as  Ato 0 (m+w) and then as L e we. get ‘

‘ yh:.éfl(l“NC)Tf'

L Uhcdﬁditiohing~on‘T we “have

1 + n(1-NC)p
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