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1. INTRODUCTLION

1.1, TEXT

JER-BASED SYSTEMS

For a varis svastens, databasze
gystens snd proble 53 3 r Longuage Interfaces
are being introduced as a way of iwmproving bthe communiecation  with
ugers. The atbractio atural languasge arises from th fact

that the inecreas: of complexity of tasks and range of
expertise of users puot heavy demands on syshtems that they should
be able ta  support intelligent” and “natursl” dialogune with
users,

In knnwledge-b > such as
“aiUIHT language ,’ﬂoe allows >
From se¢~val sources of knowledge - knowle
L : njng qwebL ons and receiving answers in, for example, English
ar Portugue .

As pointed out by HeKeown [Hokeown-857,
generation hasg addressed the formulstion of that can be
used to organize and detevwine conbtent of hthe > and  the
problem of producing rveszponses that COOQ@?&ti“i]y a 58 the
gqueshtioner s intentions.

We Ffollow the maxims of Grice’'s cooperakbive principle
ce-75]

AU ntwLy : {la) Make yvour contribubtion as informabive sz i
Lo (1) Don 't make it more informative than necessary;
, l.nll! : (Za)y Trvy to make Vnur contyibution one that ig true;
Ly Do th zay what you believe to be false; (2c¢) Do not say bhat
Yor which vou ‘a“k adequate evidence; '
32 Relatedness : Be relevant;
(4> Hodality : Be perspicucusg; (4a) Avold obscurity of sxpression;
(4t Ava*d ambiguity; (4de) Be brief (avoid unnecessary prolixity);
{(dad) Be orderly. ~

Qﬁme obth norms, ethic, aesthetic and social, are alszo
considered. OF course, *hé?ﬂ are c¢ases where 1t would not be
suitable to aobey all these aspects h_mulfaneonﬁly

If the text is not storea ahead of time for the system to
retrieve it when needed - canned texte or tenplates - the text
generator module is  expected Lo have the following festures
[MelDonald-857 - v ,

- It must be able to decide what te say : filter out
information in its knowledge bases that can be ignored and
pinpoint information that should be included. One technique for
determining what to say is to use different discourse strategies
for different purposes. Information about the current user’'s
beliefs ( User Model ) also influences what the system says in
order to make communication succesful , in particular, to discover
sourhes of user misconceptions and to tailor explanations to
user’'s level of knowledge

- It must be able to decide when to say what : the order of s
text can be crucial to a reader s understanding of it. Discourse
strucuture is currently wused +to help determine the order of
presentation in several texlt generstion gsvstems.

= It must be able to determine what the surface text should
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look like - how to say it : this involves making decisions about
what vocabulary to use, when to use a pronoun or to use a full
noun phrase to refer-to an object or concept, whether to use a
sequence of simple sentences or to combine several simple
sentences into 'a single complex sentence, and how to arrange the
words in each gsentence. Almost all these decisions are influenced
by syntactic constraints on language; thus we need a grammar.
Information about user type can be used to 'select appropriate
vocabulary. Knowledge about how a given sentence fits in with the
rest of the text( its function ) can be used *to choose the
syntactic structure for a sentence and to decide whether to use
pronouns.

Text generation can be divided in two distinct components

a) A Deep generater [MacKeown-82] ( also referred to as a

strategic component [Appelt-85] or text planner component

[McDonald-857 ) : _ .
This is devoted to planning communication. It involves to
decide what to say and when to say what, I[nfoérmation must be
organized for a best textual presentation. This entails
adding rhetorical specifications, determining the sequence in
which its information will be presented, and making some of
the decisiong about what words will be used. It produces an
intermediary form of the output text.

b)Y A Surface generator [McKeown-82] ( or tactical component
[Appelt-83], linguistic component [MeDonald-85]1 ) :
This is devoted:. to grarmatical realization of ithe output of
the deep generator. It is here that decisiong about how to
say it are wade. The contributions of this component to the
text involve the following categories of linguistic decisions
and background knowledge, as outlined in [McDonald-85]:
Choice of voeabularylary
Proze gtyle - context independent rules
Svntactic and Morphological details
Grammatically-forced restructuring of informztion
Manifesting the speaker s intent
Maintaining cohesion in a discourse

This digtinction between deep and surface generation is
atrractive because it provides at least two levels of abstraction;
details thst are relevant to the surface level can be ignored at
the deep level. For example, the decision on which determiner to
use in o clause is not an appropriate considerstion at the time of

deviging a strategy to convince the user of some proposition.
Moreover, if the interface between these two levels were csrefully.

specified, it would appear possible Lo design a general tactical
component that could be used for & variety of applications.

As we can see, decisions that must be made by a toext
generation svstem range over a variety of knowledge sources and
are influenced ny a variety of factors.

Here, we will be concern ourselves with discussing the desp
generator of a natural language interface for a simple
knowledge-based system sbout crimes.
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A second step of this project iz to bulld the corresponding
surface generator.

1.2, THE PRESENT WORK

This work presents a deep generation component that has be

an
i for o question-answering svstem. The deep generator i

develope g
intended to form part of & natuy 1L langnage interface whic
includes an  input  interpreter, dialogue, discourse and uaser

modellers and & surface generator fnr produ01ng textual response
The inpuJ to the deep generstor 18 & gewanbic repreaenuatlon
nger queriss ITts  output is  structure set of information
lected or ‘r.ved from domain knowledge bases. The struocture of
omhput indicates the velations thnat hold between +the facls
i h structure, and thelr predicted effect on  the
In effect, the ocutput of the deep generator is =2
1waonu nt mantic repressntation of & sysbtem response,

&

Cur ever Ui} aim iwg that it should serve ag dnput to a surface
wwnrr;tuw for produging porftuguaese texlt and Lo a ussr modeller for
vpdating  # user model when the texbual response has been

Ledl

With few exceptions, questions are regues Lion
that iz unknown to the amsker, or of which he or she 1 unsure.
From the point of wview of response generation the most
significant difference hetween ¥Wh- and Yey/No_qaebtlons is that

:n €

‘where Fh-guestions provide the hearer with explicit wmignals of
what dmpvct( 3 of the guestion the as ic knows (or thinks) he
dogsn’t bnow, Yes/No gquestions are 1 h@i nore obsoure. Anothﬁr
impovrtant distinetion is  thsat if is generally the case {hat

Yes/Ho~-questions expose more of  the quesi Loner @ preunpp0‘4tlﬂub
than do Wh-guestion. For these reasons, we are primsrily concerned

with Yes/Ho-questions. K

In cases whnere a Yes/No guestion prompts a negative reply,
the semantic trestment of responses that conforms to the Gricesan
maxims involves determining precisely which aspect of the
propogitional content of the query is, as far as the questioner is
concerned, most unkrnown. This information forms the semantic focus
of the gquestion.

Semantic focus can be signalled directly by guestioners (via
syntactic choice, lexical choice or, in speech, accent placement)
or can be derived from the structure of the discourse in which the

guestion 3ppuar¢. In the work we present; neither source isg
avaiable Lo us for Yes/No questions. Instead, we determine their

&
feecus via the appWL ation of a set of domdlnmdependent dafault
focus rules. Such rules would be regquired in any natural language
aystem. :

Our deep generator has been iwmplemented in the context of =&
system which containg knowledge about crimes, and which responds
to queries about known crimes and about a subset of the brazilian
penal code. The system LOHLaiﬂa a USER MODEL and Lhree
domain-related knowledge base '

- "The LEGAL XNOWLE GF BASE, comprised of “the legal
definitions of crimes, ther applicability conditions and

5



~ The CRIME KNOWLEDGE BASE, containing facts about particular
crimes.

- The COMMON SENSE KNOWLEDGE BASE, containing common-sense
rules about the world of crimes. This we have found to be
especially useful in the treatment of misconceptions.

The system generates the intermediary form of a textual
response, which is a functional structure of the information
selected or derived from the knowledge bases and the user model.
The structure generated is a set of relations that link the facts
chosen for the response. These relations are based on Rhetor’czal
Structure Theory [Mann & Thompson-86a)]. The structure is, in
essence, the discourse structure of a response that 1is cohesive,
coherent [Hobbs-73] and cooperative [Grice-~-75].

From these perspectives, our intention is to

a) investigate the role of the above mentioned knowledge
sources in cooperative responses .

b) implement a mechanism for detecting user misconceptions
and for justifying information included in such responses
that contradict the user’'s beliefs

c) test the applicability of Rhetorical Structure Theory as
genersation theory.

This present work addresses the first two issues. The third
w111 only be achieved when we have oompleted our construction of
the surface generator.

In section 2. we discuss related work on the treatment of
user misconception and on Rhetorical Structure Thecory. We present
our system and examples in section 3. and conclusions in section
4. Several useful papers not mentioned in the text are also listed.
in References.

o RELATED WORK
el THE TREATHMENT OF USER MISCONCEPTIONS

A cooperative answer is one which not only corrects the
user s mistaken beliefs but also addresses the missing or mistaken
user beliefs that led to it.

Misconceptions can fall into one of a number of categories,
depending on Lthe domain and the types of user guestions the system
handles.

In [Quilici-87], the advice-secking dialogues with novice
UNI¥ users leads to the detection of plan-oriented misconceptions.
Upon detection a misconception, the system shows a set of advisor
beliefs that together contradict the user’'s belief, which
corresponds to an explanation. The search for an explanation makes
use of both domain-specific advisor beliefs and a taxonomy of

B



domain-independent explanations for potential user misconceptions.
In essence, the model uses Information about likelv sources of
differenlt classes of uger wmisconceptions Lo recognize user
mistakes and infer their underlying csuses.

HeCoy ' s [HeCoy-87] model for detecting and explaining uaser
misconceptions [McCoy-87] ig sbtrictly related to a “highlighted"
model of the user, which allows the identification of possible
sources of the errorxr. Her work concentrates on object-related
misconcephions; thus the system’ s model of the world contains an
object tfaxonomy with attribute/value pairs attached to the
objects.

As MeCoy points  out, a human response to a misconception can
be viewed as consisting of three parts : (1) a denial of the
incorrect information, (2) a statement of the corrvect information,
and  (3) Justification for the denial and correction given.
Further, the justification often seems to vefute zupport that
might have led to the wizconeception.

If we could characterize all support/Justification palrs in
ig kind of domain  independent way, a computer svstem could
ropriately respond to entire classes of misconceptions. But the
support gomeone mnight have for a misconception 1is  extremely
aried. However, it is possibhle in an obiect taxonomy dowmain  that
for a given type of misconception only a few kinds of support are
necessary for in the Jjustification part of the response.

We see that both models handle classes of wmisconecsptions
which lead to Jjustification procedures based on the ftvpe of
domain. Another sitrong influence iz the i

user model the svstem has;
the more sophisticated and  complete, +the more corvrect t he
detection of user wmisconceptions. .

In our system we do not classify misconceptions but we try to
follow the human model of responses to misconceptions - denial,
correction, justification. The user model we have is very simple
but we rely on commom sense rules about the world of crime that we
expect can contribute to a ressconable answer to gquestlions
involving misconceptions. Details of  our treatment of
misconceptions are given in section 3.5. '

<. 2. GENERATION TECHNIQUES

An organized text is one which is composed of discernible
parts arranged in a particular way and conected to form a whole.

‘Rhetorical Structure Theory [Mann & Thompson-86al is a
descriptive theory of a major aspect of the organization of
natural text. It is a linguistically useful method for describing
natural ftexts, characterizing their structure primarily in terms
of relations that hold between parts of the text and how they
relate to the generation goal.

As a descriptive framework for text, this theory provides
several useful features for discourse studies : it identifies
hierarchic structure in text ; it describes the relationz between
text parts in functional terms, identifying both the transition
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point of a relation and the extent of +the items related; it
provides a comprehensive analyses rather than selective commentary
and it is insensitive to text size.

Since very litle has been written about R8T as a generation
framework for text, the anthors idea is to generate a text from a
gosal to be reached by the text by means of successive selections
of schemds to form a deep structure of the text.

In our case, having selected the information to be part of
the answer, we choose a subgoal of the top level answer goal. ©So
we are able to select an appropriate schema which has a particular
role in a mor. external schema. FEach piece of information will be
a text unit. In RST this quantification is flexible. '

According to RST, texts are composed of instances of schemas
that take the following form

RELATION

NUCLEUS SATELLITE

Fige 1. The strucutre of RST relations

The vertical line points to one of the text spans which the
sehema covers, called the nicleus. The other spangs ore linked to
the nucleus by relations ( usually one ), represented by labelled
arcs; Lhese spans are called satellites.The relations relate the
conceptual span of a nucleus to the conceptnal span of a
gatellite. The differences between nucleus and satellite will
become clearer after some considerations about the members of the
pair involved in @ relstion

1. Often, the contribuition of the satellite fto the text ig
incomprehensible independent of the nucleus, but not vice
versa.

2. Often, the satellite is more suitable for substitution than

nueleus.

Often, the nucleus is more essential to the writer’'s purpose

than the satellite. People often strongly agree that a text

with a particular satellite deleted would be more satisfatory

(to the writer, .as a substitute text) than a text with

corresponding nucleus deleted.

)

A schema is composed of one or more relations which may be
further decomposed into other relations. In text that is cohesive
and coherent there ig usually only one relation in the top-level
sohema . _

An RST analysis of a text consists of a set of schema
applications which collectively decompose the text into either
terminal units or spans further decomposed in the analysis.

In & second level of decompositicn, hoth the nucleus and
satellites are text spsns that can be instantiated as unitary

8



clauses or recursively as schewmas.
The conventions for schema application are

a)y A schema iz instantisted Lo deseribe the entire text.

b) Schemas are instantisted +to describe +the text spans
produced in the instantiation of other zchemas.

¢) The schema does not constrain the order of nucleus and

gsatellites in texlt span where it is instantiated.

y ALl '&LP]IL?@ are optional. A

e)y At leasszt one satellite must occur.

> A re iqtlon that ig part of 'a schema mav be instantiated

indefinitely in the dnstantiation of that schena.

g) The nuclens and the satellites do notb necessaraly
correspond bo a single uninterrupted text span.

There are, however, sirong patterns in the use of  schenas
ralations tend to bhe used only one at a time, uuncleus and
tellites tend to occur in a certain order, and a@chemss  Ltend Lo
seenr used in uninterrupted text spans (ile. they tend not to
overlap.

<
B

The heart of ¢ ig the velation definitions.

A relation definition consists of four Fields :
1. Con“+rpinta on the MNucleus

2. Constraints on the Satellite.
3 iints on the Combination of Nucleug and Sstellite

3. Consat

4. The Effect

As an example, we present the values of Lthe abuove fiel
the definition of the Evidence relation. Thiz relation refears
situation where one piece of - information ﬁrovides evidence for
another. Here the former (the evidence) is the satellite and the
latter (the claim) i=g the nucleus. This is shown in figure 2.

Evidence

evidence

Nucleus : Satellite
(Claim) (BEvidence)

Fig.a2. The Evidence Relaltion

The constraints on the fields of thig relation are :

1. Constraints on the Nucleus ( the <laim )
The reader possibly does not already believe the clainm.
2. Constraints on the Sate 11¢f ( the evidence ) .
a. The satellite presents knowledge, (in contrast to, for
example, advocating action or secking approval. )

9



b. The reader believes the satellite or will find it
credible. _ ' '

3. Constraints on the combination of Nucleus and Satellite
Comprehending the evidence will inecrease the reader’s
belief in the claim. '

4. The Effect
The reader s belief in the claim is increased.

Schemas define the structural constituency arrangements of
- text. They are abstract patterns consisting of a small number of
constituent text spans, a specificatica of the relations between
them, and a specification of how c¢ertain spans (nuclei) are
related to the whole collection. They are thus 1loosely analogous
to grammsr rules.

The following example, extracted from [Mann & Thompson-87],
shows another possible relations a text may involve

1. Farmington police had to help control traffic recently

2. when hundreds of people lined up to be among the first applying
for jobs at the yet-to-open Marriot Hotel. )

3. The hotel’s help-wanted announcement - for 300 openings - was a
rare opportunity for many unemploved.

4. The people waiting in line carried a message, a refutation, of

' claims that the jobless could be employed if only they showed
encugh moxie. '

5. Every rule has exceptions, i

6. but the tragic and too-common tableaux of hundreds or even

thousands of people snake-lining up  for any task with a
paycheck illustrates a lack of jobs,
7. not laziness.

Figure 3 gives the RST disgram for this excerpt.

1 -7
background H
. ]
////,,—ﬂ~"—~—--\\\$ E
1 -3 4 - 7
{ ’ 1
i ]
volitional result H J evidence
1 2 -3 o 4 5 - 7
] ]
i . |
! circumstance concession |
i L/"*“\\ /’“\5 i
2 3 S 6 - 7
» tanti-
{thesis
YN
5 7

Fig.3. RST structure for the Marriol Holel exawple
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Another attempt to deseribe ftext structure in a way that is
sufficiently detaile and  general to serve ag a basis  for
programming, is the Ti systen [MeKeown-82° general  task
is to explain the structure and termionology, but not the content,
of a psrticular data basms.

In what follows, we describe 3ou zapects of bhe TEXT systen
in order to Jjustify our cholce on RET as our generation technique.
The cowparative observations were eXxi .cted from [Mann-87].

TEXT hag two kinds of defined obiects : predicate semantics
and schemas

The predicate semantics definiltions are essentially vatterns
which can be mateched in the data base or knowledge base. They
duide the svstem’s search for particular knowledge. The schemas of
TEXT are specificstions of how expressiocns of pr@dioz,?m can  be

S

x__zr\'
=4

<
i
=)

~

combined to form whole texts. The =schemas are abstra from
previous texhs which are judged to be doing the same the
high frequency patterns are identified and represente Lhe

achemas .
Three features of the TEYTD schemas are particularly
slgnificant : .
The scale of schemas is the whole text. Texts are specified as

1. 1
whole units, whose sbtructural possibilities are prespecified
rather than crested for the individual instance.

2. Optionality of elements is built in st the whole-text level.

3. Order of elements is prespecified.

The most significant differences between the ftext structure
scecounts of TEXT and RST are

- Size of the largest structural unit - whole text vs. RST schema.

~ Dual uze of TEXT schemas for determining what constitutes an
adequate answer, and the text structure itself, versus separate

uges in RST. ‘ . '

- Abhgence of relations in TEXT.

- Explicit nuclearity in RST.

- Fixed ordering in TEXT versus Ffree order in RST.

- Recording of the predicted effects of text on the reader’s
beliefs in R8T, but not in TEXT. ‘ '

Since TEXT relies on predetermined text structures based on
study of prior texts, it does not need to reascn extensively about
the need for particular text elements, nor -about how to strucubre
Lhem (it does not handle relations). Its schemas encode bosh the

cask and the methed with the wmajor advantages of being
imp lementable and effective in its designed cdomain

(domain-dependent).

On the other hand, RST separates text structure building
from other processes, which has the obvious =advantages of
flexibility and greater generality, but produces a corresponding

need to implement and coordinate a diversity of processes.

Yince the RST approach creates structure based on the
immediate needs of the text under construction (depending on the
relations), rather than past texts, it must reason much more about
the reader’s state (beliefs in User Model) and the way in which

11



the reader’'s state (beliefs in User Model) and the way in which
relations affect that state. This is particularly useful for
di=alogue systems, where the need to maintain an accurate model of
the user, and therefore to determine the effect of a response on
the uger's beliefs, is grest. ‘

Finally, RST rprovides a framework for investigating
Relational Propositions, which are unstated but infered
propositions that arise from the text structure in the process of
interpreting texts (see [Mann & Thompson-88b1). Since the
coherence of a text depends in part on these Relational
Propositions, RST has been useful in the study of text coherence.

Details of the RST-based ideas used in our project are in
section 3.7.

3. THE SYSTEM
3.1. GENERAL CONSIDERATIONS

The system has as input a Natural Language Yes/No question
that is parsed ( in a phase not constructed but aszsumed by us )
into a system guery to determine an event In the domain we have
chosen, these events relate to crimes.

A criminsl event is determined by the following facts that we
refer to as event information and that are most central to a
criminal event

Autor - the agent of the crime.

Agic -~ the action of the crime ( robbery, homicide, attempth
homicide, kidnapping, rape, etc )

Vitime -~ the victim '

Local - the locality of the crime

Dic - the day that it hsppened

The minimal sets of information that determine an event, in
Yes/No gquestions, are : the agent or the victim or the locality
and the day. Only the action does not determine an event.

Information other than that of the event may algo be involved
in the user’'s question. These are described in section 3.4.

The stem Lries to prove the input gquery ( see figure 4 )
using the Lllme Knowledge Base and Legal Knowledge Rase. Depending
on it is success or fallure, the deep strucutre of a Yez or a Ho

P

angwer is constructed. The format of this deep structure is  a
rhetorical structure : a functional definition of the text (
answer ). This structure is a relation between a nucleus and a
satellite so that nucleus and satellite are recursively rhetorical
structures.

We will not be controlling the context. FEach gquestion 1is
analyzed independently.
The system is implemented in Arity Prolog, version 4.0.




Srmrrasungrmpmmane

e 0

%
g
4
i
!
g
m

e

o

o



3.2. KNOWLEDGE REPRESENTATION

We will be considering four sources of knowledge that affect
the construction of the answer to the user :

1. Crime Knowledge Base : This module contains all the crime
facts the system knows. Each crime event is represented by

evente( tdent, autor 2, agBol O, vitimal 2, locall >, dial > O

Extra-event information involved in <questions are (and
represented as-Prolog facts ) :

Instrument - instrumento(Event, Inst)

Motive - motivo(Event, Mot)

Agent Situation - situacio_autor(Event, preso),

" situac3o_sutor(f®vent, foragido)

Vietim Situation - sitwacfo_vitima(Event, ferida),

situacfo_vitima(Event, morta)

Vietim Type - tipo_vitima(Event, humano),

tipo_vitima(Event, feto),
tipo_vitima(Event, recem_nascido)

Victim-Agent Relation - rel_sutor_vitima( Event, marido ),
rel_autor_vitima( Event, esposa ),
rel autor_vitima( Event, amante ),..

Crime Type (Legal classification) - tipo_crime(Event, Tipo )

Penalty - pena(Tipo_crime,reclusio(Pena_minima,Pena_maxina))

pena(Tipo_crinme,detencio(Pena_minima,Pena_midxima))

Role - the role of a person in a crime.

arrolado{( Person, vitima, Event ),
arrolado( Person, testemunha, Event ), ete.

2. Legal Knowledge Base : Thig module is a RKnowledge Bage of

information extracted from the Brazilian Penal Code - definitions
of crimes and their respective punishments. At present, these

definitions permit us to classify a criminal event as a suilcide,
induced suicide, one of several kinds of Thomicide, attempt
homicide, one of several kinds of abortion, or infanticide.

This kind of knowledge alsc allows us to establish
differences and similarities between crimes from features of each
kind of crime,

The definitions follow the model

tipo_crime{ Ev, suicidioc ) :-
tipo_vitima( Ev, ser_humano ),
arrolado{ Person, vitima, Ev ),
arrolado( Person, autor, BEv ).

a

3. Commom Sense Knowledye Base : This module contains rules
that enable the system to Jjustify the user’'s misconceptilons
related to crime world. The semantics of these rules are

If potenciall X, Event, Y 2 is deduced

then the information used for that deduction constitute a

14



plausible source for t
The information
Knowl edge Base. Fven ' the user does not know sowme facts that
make a wmisconception plausible, the respective rale is  shown  to
him or her. The rules are avplied to Facts shout the event, the
peraons involved and the warld.
The rules used ab present are

@ fact that user thinks that Y is X
4 Tor the above deductions come From Crime

% Rules aboul potential suspect
% Someone who was present at the crine.
potencial( suspeilto, Bv, Pessoa ) -
evento( Ev,_, ,_,lcecal(Local), dia(Dia) ),
estava( Fessoa, Local, Dia ).

% Someone with a motive for the crime.

potencial( suspeito, Ev, Pessoa ) :-
tem_motivo( Pessoa, Bv ).

% Someone who has the instrument of the orime and who bears a
4 relation to the viebim.

.

potencial( suspeito, Ev, Pessca ). :-
vitima( Bv, Vitima ),
instrumento( Ev, I ),
possuil Pessoa, T ),
mantem_ relacfio( Pesgsoa, Vitima ).

% Rules about potential agent
%4 BSomeone who is a known suspect.

potential( antor, Ev, Peszoa ) :~
arrolado( Pessoa, suspeito, Ev ).

% Someone who is a potential suspect.

potencial{ autor, Ev, Pessoa ) :-
potencial( suspeito, Ev, Pps soa ).

% The person responsible of an animal that is the agent of a
4 crime,

potencial( autor, Ev, responsavel_por(A) ) :-
avtor( Ev, A ),
tipo_autcr( Ev, animal ).

%4 Rules about potential instrument
% Any instrument that the agent is known to have had.
potencial( instrumento, Ev, I ) :-=

evento( Ev, autor(Auntor),_,_,local(Local), dla(Day) ),
poss UL( Astor, 1, Local, Day ).

15



% Rules about potential situation of the agent after the crime.

% When agent is known
potencial( situac3o_autor, Ev, preso ) :-
autor( Ev, A ),
"not var( A ).

% Rules about potential situation of the victim resulting from
% the crime. )
%4 Death, if the instrument is a revolver

potencial( situac3o_vitima, Ev, morts ) :-
instrumento( Ev, revolver ).

% Injury, if the sction is a rape

potencial( situacfo.vitima, Ev, ferida ) :-
acdo( Ev, estuproc ).

% Rules about potential victim

% Someone who was present at the crime

potencial( vitima, Ev, Pessos )':—
evento( Bv, _, _, _, local(Local), dia(Dia) ),
estava( Pessosy Local, Dia ).

% Rulesx about potential action,

# Homicide if ingstrument is a revolver.

potencial( aci%o0, Ev, homicfdio ) :-
instrumento( Ev, revelver ).

4 Kidpnapping if victim is very rich.
potencial( acion, Ev, seauestro ) -
vitima( Ev, V ),
status( V, muito_rica ).
4 Ridnapping if wvictim is very important.
potencial( acio, v, sequestro ) :-

vitima( HEv, V ),
stacus( V, muito_importante

~

% Robbery if victim is very rich.

potencial( acdo, Ev, roubo ) :-
vitima( Ev, V ),
status( V, muito_rica ).

-

% Rules aboul potential witness

16



% Bomeone who was at time and place of the crime.
potencial( testemunha, Hv, Pessos ) :-
evento( Hv, _, _, _, local(Local), dia(Dia) ),
estaval Pessoa, Local, Uia ).
% Rules about potential motive

% Jealousy if wife i victim.

potencial( motive, Ev, ciume ) :-
rel_autor_vitima( Sv, marido ).

% Jeslounsy if husbasnd is victinm.

potencial( motiva, Ev, ciume ) :-
rel_avtor vitima( Ev, mulher ).

A Infidelity if wife is the viectim.

potencial( motivo, Ev, infidelidade ) :-~

A Infidelity if husband is the vietim.

potencial( wotivo, Bv, infidelidade ) :-
rel_avntor vitima( Lv, mulher ).

# Revenge if the victim of that crime wss 8 suspect in  snother
% crime.

potencial( motivo, BHvl, vinganca ) :-
vitimal Evli, V ), o
arrolado( V, suspeito, Ev2 ).

Revenge if the victim of that crime was the author of another
potencial( motivo, Evl, vinganca ) :-
vitima( Evli, V ),
autor( EvZ, V ).

# To cover-up another crime if the wvietim of +that crime was
% witness of it. "

potencial( motivo, Evl, encobrir_crime ) :-
vitima( Evl, V ),
arrolado( V, testemunha, Ev2 ).

% Other Rules

Z Someone has a motive of Cl1 if he is the author of a ¢rime C2 and
% the victim of Cl1l was a witness of C2.

tem_motivo( Pessoa, Evl ) :-
17



tem_motivo( Pessoa, Evl ) :-
vitima( Evi, V ), ,
arrolado( V, tegstemunha, Ev2 ),
autor( EvZ, Pessos ).

% Someone who is a competitor of the victim.

tem_motivo( Pessoa, Ev ) :-
vitima( Ev, Vitima ),
relacZo( Pessca, Vitima, Rel ),
pertence( Rel, [inimigo, rival, adversario,socio,concorrente]

% If there is a known relation between them.

mantem_relac&o( P11, P2. ) :-
relac3o0( P1, P2, Rel ),
Rel \= desconhecido.

4. User Model : We are currently using a very simple user
model. This module stores information related to what the user
knows about each crime and about the crime domain. It is a file
that is updated whenever the system generates a reply. Information
contained in the User Model 1is important for the system to
establish what to answer, e.g. it will not say what the user
already knows. Of course if the user asks a question for which it
already knows the response, the system 1is going to tell him
something he already knows. What we want to make clear here is
that the system provides additional (pertinent) information in its
answers to both yes and no questions. If this pertinent
information is already known to the user, then i1t will not tell
him again (as additional information) unless in a context of an
explanation. _

The user knowledge of each fact 1s represented by

sabe( user, autor( 1, Jjodoc ) ).
gsabe( user, acdo( 1, homicidio ) ).
etc .

Crime and Legal Knowledge Rases are consulted mainly during
the proof of the system aquery but thsy sre alse used in the
Justification of the user misconceptions Jjointly with Commom Sense
Knowledge Basze. These justifications call for & trace of the
applied rules.

Fe Be FOCUS

We will be assuming a subsystem that indicates where is the
focus of the user question. In a Yez/No question the focum
indicates which information in the guestion is most dovbtful to
the spesker/writer. When the response iz No, the first ecandidste
For g wrong value is the focussed informatiorn. Enowledge of the
foecus is a crucial factor in providing the appropriate answer to a
guestion whose rvesponse is No. For exasmple, if the system knows
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ankg the aue "Nid John kill Jane 2", the appropristoness of

Lhe answer 1 eted by focus in the following way ]

the 'l:'ooum i the agent ( in this case “John ), then the
? indicate who is the corrvect agent of the crime - "No,

laed Jane.” ’

s however, the focus is the vietim, then the answer must

te who is the etlm of the crime for which John was the

1

umlu v
agent ~ "Ha, John killed Mary.

The semantics of Lhe system gueries genervated after a failure
ig thevefore driven by the focus. The subsysten assuomed will
probably be controlling the context of discovrze in  ovder Lo
determine the focus of each question. But +he foous may  bhe
andetermined. For example, if the user’s first intersction with
the system is a guestlon, there will not  be enough conbextual
information avaiable for the dizscourse component to iwdentify the
F o (in faet, thig is true for statements =z welld)., In thesze
1, unless the focus is directly sigralled by the user’ s choice
of syntactie structure (e.g. "Is it John who killed Jane 9" ov "Is
it Jane that John killed?"), +the deep generabor will have to
determine the focus by applying defavlt, domain-dependent, focus
es. The informabion contained in the rules and their order of
llclenn rellect our views on the pragmatics of guestions about
e :

- Tl@ less central information is to a crime the more likely it is
to be a source of error, .

-~ luformation sbout the location and time of a crime  tend +to be
tikely sources of errvor.

- Information about the agent of & crime is almost alwayvs
uncertain.,

- The victim tends to be that entity in a crime of which peoples
are usually most sure. '

|
J

i

The : nis ) generation focus uses the following rules

1. If event arguments and more than one extra_event argument are
instantiated :
then defanlt focnus = all extra-event argu menta
2. If event avguments and only one extr a-event argument are
instantiated
then default focus = the extra event argument
3. If crime type and penalty are instantiated
then default focus = penalty
4. If a location and/or time of a crime is 1n5tanb1ated
then default focus = local and/or data
5. If an author of a2 crime is instantiated
Lhen default focus = autor
6. If a criminal action is instantisted
then default focus = agfo
7. If a vietim is instantiated
then default focus = vitina

These rules are spplied in thes order glven.
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3.4. USER QUESTION CLASSES

We now present the types of user questions with which we
deal. : '

Remember that a user question muast refef- to an event. In
addition to the event arguments - agent, action, wvictim, local,
day - other information that can be requested are

- the rcle of a person in a event.

- the situatiocn of agent or victim.

- the motive of the action. ‘

~ the instrument used in the event.

- the legal classification of the commited crime.
- the punishment for the crime.

The input question 1is classified depending on what
information it contains. '

Class 1. : Questions that involve only event information
autor, .ac8o0, vitima, local, dia

Class 2. : Questions that involve extra—-event iInformation. (see
above) :
Subclass 2.1. : When it involves the relation
arrolado( Pessoa, Papel, Evento )

Subclass 2.2. .: When *t involves the relatione
motivo{ Evento, Mot ) and instrumento( Evento, In)

Subclass 2.3, : When it involves the relations
situaclo_autor{(Evento, SA) and Situacﬁomvitima(Evento,SV)

Subclass 2.4. : When 1t involves the relation
tipo_crime( Evento, Tipo )

Subclass 2.5. : When it involves the relation
pena( Tipo_crime, Pens )

2.5, INTERACTIONS BETWEEN FOCUS KNOWLEDGE AND SEMANTICS.

For each Yes/No question, which queries can potentially be
asked to the system ? )

The first guestion made is the system query produced by the-
parser. If this proves falgse the system then has to find the
correct answer. If the guery has many instantiated arguments therve
will be many possible queries. As shown in section 3.3 the best
sequence 18 determined by the focus of the question.

In what follows we present the sequence of alternative systen
gueries that are made after the establishment of a NO response.
The choice will depend on the question class and on the focus
information. '

20



i

Lructed P]ﬁm the Tocus

He will use a btrae structure, COns
znle“, to represent hhe Haq
;1ﬂnt bo exploring the tree in  a

of s argus t

mencea of querie: The sequence  ig
A manne The

&) means  that the query will huva Lhis
Un¢.“LﬂuT1ﬂ10d. At the execution of a node, all the
arguments are also uninstantiated.

For example, the. tree:

1
aulkor

\-
|
|

local/dia ac®o

d]./d ia

=

refers to the sequence of attempts Ffor Class 1. quwﬂkwon :

1. evento( AUTOR, vitima, loeal, dia )
o, evento( AUTOR, vitima, LOCAL, DIA D
S. evento{ AUTOR, vitima, loeal, dia )
4. evento{ AUTOR, vitima, LOCAL, DIA )

where uppercase letters refers to uning tantiated wvariabhles and
Ltovwercase letters Lo instantiated variables.

There will be vcauszses where sone arguments will not be given by
the user.In these cases, not all the gueries ¢f the sequence will
be  tried. The 1imit iz that not all given arguments be
uninstantisted simaltaneously. Moreover s A query is  congidered
invalid when the action (acHo0) ig the only instantiated argument.

The information tecal and die are considered to belong to the
same category of information : they are asble to determine an event
but are “doubtfui’ when given. They seem to have the - sanme
probability to be wrong and appear to be complementary when only
one of them is to be given by the system.

Let’s see the influence of focus in each guestion class.

In the following examples we indicate " the focussed item by
underlining it.
Cirass 1.

Questions bthat involve event information :

utor, acdo, vitima, local, dia
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If focus = autor

Sequence
1 3 e
autor acio vitima
2 4 ,////A:>\ 8 .’,//’/’::Tf\f\11
local/dia local/dia autor local/dia ac3o autor
(o] ’ ‘ ‘ iO 12 13 )
local/dis local/dia 1local/dia ac%o
14
local/dia

In the following examples we indicate the focuséed item by
underlining it. : :

Ex.1. Joaoc maton Maria no Leme ? Did Jo%o kill Maria in
Lemes 7
evento(autor(Jodo), acio(homicidio), vitima(Maria), local(lLeme),
: dia(_) ) ==> False :

Response = No.

Queries
1. Quem matou Mariana Leme ? Who Rilled Maria in Lome &
evento(autor(AUTOR), s¢XZo(homici{dio), vitima(Maria), local{Leme),
dia(_.) ) ‘

2. Quem matou Maria e onde ? Who kRilled Maria and where & ~
eventolautor(AUTOR), acdo(homicidio), vitima(Maria),
local(LOCAL), dia(DIA) )

3. 0 gue JoBo fez a Maria no Lene ? Whal did Jo%oc do teo Moria in

Lene ¥
evento(autor(Jodoy, acBo(ACAQ), vitima(Maria), local{(Leme),
dia(._.) )

4. 0 gque e onde Joio fez a Maria ? What did Jole do to Maria and

where did he do {t 7 .

eventolauntor(Jodo), acéo(ACﬁO), vitima(Maria), local (LOCAL),
dia(DIA)Y

5, Quem fez o gqué a Msria no Leme ? Who  did what to Maria in

Lems &

evento(autor(AUTOR), &ac3ol(ACAQ), vitima(Maria), local{Leme), dial_ )

5. Quen fez o qué a Haria em alguw lugar ? Who did what to Moria

ond where .

evento(autor(AUTOR)Y, acio(ACAD)Y, vitima(MARTA), local (LOCAL)Y,
dia(DIAY O

7. JoBo matou guem no Leme 7 Who did JoZoe ki1l in Leme #
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evento(autor(Joio), acloChomicidio), vitimal(ViTIMA 3, local(lLemna),
diad ) 3

O.J080 matouw quem e onde ? Whe did Joio Rill and where did e oo
A :

evento(avbtor(Joie), acfol(homicidio), vitima(VIiTIMA), local (LOCAL)Y,
dia(DLA)Y D

eto. ...

The guestiong corresponding to nedes 11 through 14 will not
be put to the system becauze they imply in a vary distant event.

If focus = vilima

Seguence

/ r/ —
- p
:E o 2 & .
vibtima ac3o » autor
local/dia loeal/dia vitima local/dia agio vitima
//// ////A\\\?

local/dia local/dia local/dia asBo

local/dia
Ex.2. Jofo matou Maria 7 Did Jo3o kill Mdria € .
evento(autor(Jofio), acBol(homicidio), vitima(Haria), local(_ ),
dia(_Y ) ==> False
Response = Ho.

Queries
1. Quem JoZo matou ? Who did Jolo kill @ .
evento(autor(Jofo), aclo(homicidio), vitima(VITIMA), loecal( ),
dia(_) ) : ~ ,

2. Jodo fez o qué a Haria ? What did JoBo do to Mario -2
evento(autor(Jo8o), acZo(ACAQ), vitima(Maria), local( ), dia(_) )

3. Jo%o fez o qué a quem ? What did Jofic do to whom & :
evento(autor(Jofio), acfo(ACAO), vitima(VITIMA), local(_), dia(_) )

4. Quem mabou Maria ? Who killed Maria &

evento(autor(AUTOR), acBo(homicidio), vitima(Maris),  loecal(_ ),
dia(_) )

=

5. Quem fez o qué a Maria ? Who did what to Maria &
evento(autor(AUTOR), acio(ACAQ)Y, vitima(Maria), local(_), dia(_) )

B. Quem matou quem ? Who killed whe &
evento(autor(AUTOR), acio(homicidio), vitima(VITIMA), loecal(_),

23



dia(_) b}

7. Quem fez o qué a quem ? Who did what to who €
evento(autor(AUTOR), acio(ACAQ), vitima(VITIMA), loecal(_ ), dia(_))

These queries are all the possible ones. The queries starting
in node 6 are discharged for the reasons given above.

If focus = acio

Sequence
1 2 4
acso - autor ” vitima
3 s G
local/dia local/dia ac3o local/dia ac8o autor
local/dia local/dia local/dia acio

“loecal/dia
Ex. 3. Jo%o maton Maria ? Did JoZec kill Maria €
evnetolazvter(Jofo), aciocChomicidio), vitima(Maria), local(_),

dia(_) ) ==> False
Regponge = MNo.

QAueries
L. O gue Jodo fez g Masria ? What did JoeBo do to Maria &
evento(autor{Jofio), asic(ACAC), vitima(Maria), locald(_ ), dia(_) )

2. Quem matou Maria ? Who Rilled Maria &
eavento(auntor{ AUTOR), acfoChomici{dio), wvitima(Maria), local{_),
dia(_) )

2

3. Quem fez o qué a Marias ? Whe did what to Maria &
evento(autor(AUTOR), sc30(ACAD), vitima(Maria), loeal ), dia(_ ) >

4. Quew JoRo matou 7 Who did JoBo kill &

evento(autor(Jofio), acloChomicidio), vitima(VITIMAY, local{_ ),
dia(_) ) .

S. Jeodo fez o qu®d a quen ? Whal did Joice do to whom &

evento(autor{Jofio), acio(ATAD), vitima(VITIMA)Y, locall(.), dia(_))

The seguence starting in node © is discharged for the same
reasons above.
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i focus = localsdia

Sequence

X ’/#’//,/»”’N ////

R ~— 4
local/dia antor vigima
S wir\\\\ﬁ
local/dia local/dia  autor local/dia acin autor
local/disa local/dia atBo
laocal/dia
Ex. 4. Maris foi morta no Leme ? Was Maric killed in Leme & .
eventolautor(_), asfo(homicidio), vitimal{Maria), local(lLewne),

dia( )y ) ==> False
esponse = No,

Huerles :
1. Onde Maria foi wmorta ? Where was Maric killed &
eventoauntor(_), acZo(homiclidio), witima(Maria), local{LOCAL),
dia(DLAY D
ram a Maria no Leme ? Wha! hoppened (o Maria in Leme?®

2. 0 que fizera ‘
(), anBo(ACAD)Y, vitima(Maria), local{Lens), dial_))

evento(antor

3. Onde e o gué& fizeram a Maria ¢ What happened to Maria and
where € : : . :
eventolautor{ ), acBo( ACE0), cvitima(Maria), local (LOCAL)Y,

dia(DIAY)

4. Quem foi morto no Leme ? Who was Rilled im Leme &
evento(autor(_), . as8o(homicidio), vitima(VITIMA}, local(lena),
dia(_) ) ’

The sequence starting in node 5 is discharged for the reasons
given above.

Class 2.
Questions that inveolves extra-event information

In these cases +the focus may be on these extra-event
arguments or on event arguments that appear in the question. In
the former case, when a distinct event instasnce is necessary -the
procedure to be performed is that described in Class 1. :

It is important to note that when the cerrect instance
involves a different event the new event information will be shown
to - the wuser .only if the information about agent(autor) or
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vietim(vitima) or local and day(local/dia) coincide with that from
the user question. Otherwise this correct instance will be very
distant from what would be cooperative to the user (i.e. not very
relevant to the user’'s question).

If the initial focus is on the value argument and a correct
event must be found, the new value for the focus will be, when
given, the agent or local/day or viectim, in that order. That test
order is based on the wusually lack of confidence in crime
information. For example, if the user question is .

JoZo matou Maria com uma faca ? Did Jo3o kill Mary with «
kRnt fe 2
the sequence to be tried will be
1. 0 que Jodo usou para matar Maria ? What did JoSc use to kill

Maria €
2. Quem matou Maria com uma faca ? Who Rilled Mary with a knife?
3. GQuem Jo3c matou com unma faca ? Who did Jo¥o Rill with

kni fe?
ete.

Subclass 2.1
The question is about the relation
arrolado( pessoa, papel, evento )
The focus may be on ‘
a) the role of the person (papel)

b)Y the person who has that role (pessoa)
c) sowe argument of the event (evento).

If focus = papel
Sequence :
1 2 4
papel evento pessoa
2
papel
If focus = pessoea
<t "~y .
1 — 2 S 8
pessoa evento papel

4
evento

If foocus on evento
Sequence e "
s S e
/
/
evento papel pessoa

pabel

~J
las)
O



o

Joao @ da morte de Haria ¢ Was Jolo o

Marva®

acdelhomicidio),

arrolado(Jos teasbemunha, "evento(auntor{ ),
> False

(
vihlma(Maria), local(_ ), dia(_) ) )

Response =Mo.

Querlies
1. Qual o papel de JoBce na morte de Maria ¢ What s JoHo's role in

MHoria murder €
arrolado(Jodo, PAPEL, evento(autor{_),....} )

2. Bm ogual crime Jo3o Fol Le Y In whal  crims  JoBo
Wil ne

arroLado\Unﬁo, testemunha, BEVENTO1)

3. Qual € o crime no qual JoZo tem pavrticipaciio e qual Toi o seu
papel 7 What T2 Jodo’sg role in whal swvent &€
arvciado(Jodo, PAPEL, EVENTOL)

4. Quem fol testemunhs da morte de Maria ¢ VWho woas witness in
Merrx e §

‘t
:/
olado(PESSCA, testemunha, evenholautor(_D,....J )

Ex. &. Ana & suspeita de matar Jozé 2?2 Is dna suspscied of
killing José& #

arrolado(Ans, suspelito, evento(aut
vitima(Jose), local( ), dlx\

Responge = Mo.-

duerieg : ,
1. Qluem € suspeito de matar José -7 Who (s suspected of killing
Josd & y . '
arrolado(PESSOA, suspeits, evento( autor(_),....) )
2. Ana € suspeita de que crime ? What (s dna suspected of &
arrolado(Ana, suspeita, EVENTO1l)

3. Qual a participac®o de Ana na morte de José 2?2 VWhat is Ana’

role in José murder €
arrolado(Ana, PAPEL, evento(autor(_),..u.)‘)

4. De qual crime Ana participou e qual fol o seu papel ? In which
crime does Ana have a role and what s that role £

arvolado(Ana, PAPEL, EVENTO1)

Subclass 2..

Questions involving the relations :

motivo({ evento, motivo ) and instrumento( evento, inst )
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We will denocte these relation by :
relacdo( evento, valor )

Again the focus may be on or out of these extra-event
relations: :

a) on valor, or

b) on some event argument

If focus = valor

Sequence :
1 2

valor .evento

If focus on evento

Sequence :
1 2

evento valor

Ex.7. JoZo matou Maria com unmna faca ? Did Jodo kill Mario
with a knife & S
instrumento( evento(autor(Jo3o), ac¢lo(homiefdio), vitima(Maria),
local(_ ), dia(_) ) , faca) ==> False

Response = No.

Queries :
1. Con o gque JoZio matou Maria 7 What did Jodo use to RILl Maria #
ingtrumento( eventol(autor(Joio),....), VALOR )

2. Detect the mistakes related to this event and the instrument
used. The correct answer could be : Antonio killed Maria with =
gun. '

ingtrumento( EVENTO1, Valor )

Ex.8. Ang matou Joad porque ele era infiel ¢ Did dna kill
José becouse he was unfalthful &

motivo( evento(autor(Ana), acBo(homicidio), vitima(Jdosé),
local(_), dia(_) ), infiel ) ==> False
Responge = Mo.

Gueries
1. Quem wmatou Jogé por infidelidade ? Who Rilled Jose Dbecause
of Tnfidelitly €
motivo( EVENTOLl, infiel )
po-g

2. Porgue Ana matou José ? Why Jdid dna Rill José& &
motivo( eventolautor{lfna),....), VALOR )



Suboclass ©. 3,
Woaestions involving the relations
sitvacfo _vitima(evento, sitv)  and situacio_antor(evento,sita)d

that will be denaoted by
situacio( evento, valor )

Again the Ffocus may be on
a) the value (valor), or
L) some evenl argument

If focus = valor

Sequence : o
/ \\....\N o
"Vv\ 1

4
valor evento

If focus on avento

Sequernce : ' e
1 - h\\ k

"
evento valor

&

Ex. 9, Jodo fugiy apds wmatar Ana ? Did Jo¥o escape after
RIlling dAna & '
situscdo_autor(evento(antor(Jolo), acBo(homicidio), vi{tima(Ana),
local(_ ), dia(_)), Foragido J =Z=> False

Response = No.

Hueries : E -
1. Qual € & gitussBo de JoRo apds matar Ana ? What happened to

Joho after he Rilled Ana &
situacio_autor(evento(autor(Jofo),....), VALOR)

. Detect the mistakes of the event and. the value of agent
ituation.
situacBo_sutor( EVENTO1l, SituacZo )

-
s
-

-4

Ex.10. Ana estid em coma ? Is Ana in coma 2
situscBo_vitima( evento(autor(_), ssio(_), vitima(Ana), local( ),
‘dia(_) ), coma ) ==> False

Response = No.

Queries :
1. No mesmo evento,quem est&d em coma ? Whe is in coma #
situacio_vitima( EVENTOL1, coma )

=

2. Qual a situatdo de Ana ? What s 4dna health situation 2
29 ‘



situacdo_vitima( evento(autor(_), acso(_), vitima(Ana),...),
VALOR ) '

Subclass 2. 4.
Questions that  involve the relation
tipo_crime( evento, tipo )
If focus = tipo

Sequence :
» 1 2

tipo evento

If focus on evento

Sequence : ///////

evento tipo

Ex.11. Jo8o0 cometeu homicidio culpose ? Did Jo%o commit

culpable homicide €
tipo_crime( evento(autor(Jo8o),  acBo(homicfdio), vitima(_ ),

local(_), dia(_)), homiefdio_culposo ) ==> False
Response = HNo. «

Queries .
1. Que tipo de crime JoZo .cometeu ? What type of crime did
JoBo commit &€ .
tipo_crime( evento(autor(JoZo),....), TIPO )

Z. Detect the mistakes -of this event and the type of ecrime
commited.
tipo_crime( EVERNTO1l, Tipo )

Esx. 1. Ana fez aborto_necessirio 9?2 Did dAna commit i
necessary aboriiton €
tipo_crime( evento(antor(Ana), aciolaborto), vitima(_), local(. ),

dia(__)), aborto_necessario ) ==> False
Responge = MNo.

Queries
1. GQuem fez aborto_necessario ? Who commited necessary cbortion 2
tipo_crime( EVERNTO1l, aborto_necessario )
2. Que tipo de crime Ana cometeu ? What did 4dna commit &
tipo_crime( eventolautor(Anad,...), TIPO )



Subclass 2. 5.
Questions involving the relation
pena( tipo_crime, pena )

If focus = Ltipo_corime

Segquence -
,l,l AN //\\\\

o "
1 ’/// 5\\\\\ 2

tipo_ecrims pena

If focus = pena

Sequence

. T~

"~

pana tipo_crime

Ex.13. A pena de sghovbo provocads 4 de 2 anos P
ponally for provoked abortion & vears @
pena(aborto_provocado, 2) z==>False

Response = No,

Queries : )

1. Qual € o tipo de crime cuja pena & de 2 anads P Whot L
crime which penalty ils & vears . &

vena( TIPO, 2 )

2. Qual % a pens para aborto_provocado ? What is the penaliy
provoked abortion €

pena( aborto_provocado, PENA )

Ex.14. A pena para homic{dio culposoc é de 10 anos 7 Is
penally for culpable homicide 10 vears &
pena( homicidio_culposec, 10 ) ==> False

Response = Mo,

Queries :

1. Qual ¢ a pena para homicfdio culposc ? What ts the penalt

culpable homicide 2
pena( homicidio_culposo, PENA )

2. Qual € o crime cuja pena € de 10 anos ? What s  the

which penalty (s 0 years &
pena( TIPO_CRIME, 10 )
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3.6. PRAGMATICS

We will be discussing here what information should be added
to the answer after the system finds a Yes or HNo response . The
decision on what to say is based on the focus and results in a
list of system queries. '

Two schemes will be proposed : one for Yes response, other
one for No response.
3.6.1. YES ANSWER
Figure 5 describes the treatment of yes answers.
The Yes answer is comprised of four parts :

1. Affirmation : The response YES.

2. Focused Argument Evidence : Show evidences to reinforce
the focussed argument validity, if any.

3. Why not ? : At times +the user has some reason to believe

in the negative response to his question. In this c¢ase the
counter—-evidences for the negative response - if known by the
system - should be shown. They are constructed from the search for

another value for potential "focus-argument".

4. Complement : Complete the answer with relevant information
about the crime.

We will now show how to get each of these.
36,11, Affirmation

This part comes from the system s proof thal the proposition
guestioned 1g true.

F 0.1 Focused Argument Evidence

‘ Remember that the focussed argument is inforwmation in  the
gquestion about which the user is most doubitful.
The gueries to the system depends on the focussed argument.
The answer should show informstion that reinforce the
cargument validity.

Class 1.

focus = auntor show the crime motive (motivo) the action
details (modo) and the agent situation.
Focus = vitima : show the crime motive (wmotivo) and the

action details (wmodo) and the victin
situation.
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Focus

Focus

Class 2.

Subclass 2.

Focus

Focus

Subclass 2.

Focus

Focus

Subclass 2.

¥Yocus

Focus
Subclass 2.
Foeous

Focus

Subclass 2.

Focus

= ac&o : show the action details (modo) and the motive
(motivo). '

= local/dia : show anything. We do not handle evidence
for local and day.

1~

= pessoa or papel : show why. The system must prove
“papel(X)" and give the trace
information. :

on event : see Class 1.

2.

= valor : show action details (modo), if relation =
instrumento( evento, wvalor ).
show agent/vietim : relation
(rel_autor _vitima), 1if relation = motivo(
evento, valor ).

on event.: see (lassg 1.

cH

= valor : show action details (modo), if relation =
situvacio_vitima(evento, valor)
show capture local and day (csptura) and
escape mode (modo_fuga), if relation =
situacdo_sutor(evento, valor)

on event : see Clasg 1.

.
e

= tipo : show why. Get +this information from the
proof trace
on event : see Class 1.
54‘
= tipo_crime or pena : show the complete punishment
vear interval for thalt type of
crime. :



F.0.1, 3. Why not ?

We have Lo find a new value for the focussged osrgument such
that it is potential for the user (see ssction 3.2.). '
ix . Jofo matou Paulo 2 Did Jolo kUL Pauleo &

e Antonio ser inimigo de Jo%o, nia fol sle 4

Sim. Apesar ¢
vitima .

o
o+
»

Yes, In spile of the jfoaot that dnionio is Rriown

eneny, he was nol the wiciim.

This kind of knowledge is extracted from the Crime Knowledge
Base and Commom Sense polentict ruleg.

For example, if the information sabout the victim ls focus=ead,
‘the system tries to prove some rule abont potential vicebim with
another victim value. If it is. possible, the proof trace is  shown
as user justification for the possible mizconception.

Z.0.4, 4, Complement

A list of relevant crime information mav be inocluded in  the
response. The main reguirement is that the user does not alveady
know it. Tt is possible that the svstem does not have all of these
suggested information. Again, what to say dopends on the Focussed
argunent . '

In what follows, we present the suggested information Ffor
each class of Yes/No question according to focus, in decreasing
order of relevance. ’ ’

Class 1.

Foeus = autor : vitima, rel_autor_vi{itimd, wmotivo,local/dia,
‘ situacdo_autor, situacdc_vitima. ‘

Foeus = vitima : autor, rel_auntor_vitima, motivo,local.dia,
" situagBo_sutor, situacBo_vitima. :

Focus = ac¢do : wvitima, autor, rel_sutor_vitima, motivo,
local/dia, situascfo_autor, situacdo_vi{tima.

local/dia : autor, vitinma, sBo,rel_autor_vitinma,
motivo, modo.

i

Focus

Subclass 2.1.

Focus = pessoa or papel : autor, modo.
otherwise, see Class 1.

Subclass 2.2.

Focus = wvalor : autor, vitima, motivo, local/dia,
situacB3o_autor, situasBo_vitima, if
relation = instrumento;
autor, vitima, modo, local/dia,
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otherwise, see Class 1.

Subclass 2. 3.

Focus valor

otherwise,
Subclass 2. 4.

Focus tipo :
otherwise,

Subclass 2.5.

Focus = tipo_crime
otherwise,
3.6. 2. NO AHNSVWER

Figure 8 shows the

autor, vitima,

situaclo_autor, situaclo_vitima, if
relation = motivo.- -

: autor, vitima, moda, local/disa,
situacio_vitima, if relation =
situacio_sutor;
sutor, vitima, motivo, modo, local/disa,
situacdo_autor, if relation =

situacio_vitima.
gsee Class 1.

situacBo_autor, situaclo_vitima

see Class 1.

or pena add anything.

see Class 1.

treatment of a no answers.

Negative replies to Yes/No questions are divided into four
parts

1. Negation The Response NO.

2. Correct Answer This part of the reply presents the
correct information about the event mentioned by the user.

3., Misconceplions Sources : The system should try to Jjustify
the user mistakes showing the potential source for each one.

4. Complement Same as Yes Response.
F.8.2.1. Megation

The No response comeg from the system failure answer Tor the
initial question.
3.6. 2. 2. Corr=ct Answer

Whenever the system fails to prove the user’'s query, it

attempts to provide the

user with information that should increase
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his understanding of the circumstance presented in the query. The
best situation is where the system is able to find a replacement
for the incorrect focussed information, and this is what it
attempts to do first. When it cannot, it searches for other
information relevant to the circumstance. This search is directed
by focus, as discussed in section 3.5. ' ' _

The attempt to prove the input query produces a list. of the
refuted arguments, represented as

refutado( argument, correct_value, wrong_value )

Ex. U.Q. : Jo%oc matou Maria ?
Subprodut : [ refutado(autor, José, Jo%o), refutado(acHo
estupro, homicfdio) ]
S.A. : Nzo. José estuprou Maria.

3.06.2. 3., Misconceptions Sources

" There is no direct influence of focus on the process of
detecting misconception source : every user misconception must be
corrected and justified, where possible. The user misconceptions
are obtained as described in 3.6.2.2.

Even when the system justifies the misconception it will give
evidence for the correct argument value. This information is
equivalent to that from section 3.6.1.2, where the
fcecussed argument is subst’tuted by the refuted argament. So the
Justification part will have two subparts :

a) evidence for the correct argument value and
b) support for the user misconception,

for each user mistske. Note that in this case the Justification
for the focussed argument 1s the least important one becsuse of
the meaning of focus : the user 1is waiting for a negation or
confirmation of this argument.

The refutation list must be inspected before the
justification generation because there are some cases when the
ayvsten should not justify. One case is when both sgent (autor) and
vietim (vitima) were corrected by the “correct answer” generator (
see smecltion 3.8.2.2. ). In such cases the new instance is very far
from the event presented in the user question and it msakes 1o
sense fto try to Jjustify the mistakes. In general, wrong agent and
viectim refer in fact to another, remote, event.

The support and the evidence depend onn the refuted argument

1.
If refutado( autor, corr_val, wro_val )
Then support
if potencial{ sutor, evento, wro_val )
then justify showing this trace.
else check if wro_v=zl i related to the crime
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then present arvolado(wro_val, PAPEL, aventol
evidence ‘
anow melive and modo

[f refutado( vitima, corr_val, wro_val )
Then support :

if potencial{ vitimd, evento, wro_val )
then Justify showing this trace.

alse idemn autor above
evidence : idem autor above
3

If refutado( ac3o, corr_val, wro_val )
Then support :
if potencial( asfo, evento, wro_val )
then show the tldce.
else smhow similarities and differences between
corr_val and wro_val.
evidence :
show mede and mobivo

4,
If refutado(pessoa, corr_val, wro_val) in  arvolado(pesszos,pap,
Then supportc :
if potenciall pap, e, wro_val )
then show trace. '
else check if wro_val is related to the crime
arrvolado( wro_val, PAPEL, e )
then show similarities and differences
between pap and.PAQEL.
evidence : ‘
show why with the trace of "pap( corr_val )"

5.
If refutado(papel, corr_val, wro_val) in arrolad o(pes,papel,ev)
Then support :
if potencial( wro_val, ev, pes )
then show trace.
else show similarities and differences between
corr._val and wro_val.

evidence :
show why with the trace of

i

'corrgval(>pes )

B.
If refutado( mutlvo corr_val, wro_val ) in motivo(ev, motivo)
Then support :
if potencial( motivo, ev, wro_val )
then show trace.
evidence :
show rel__autor_vitima,

7.
If refutado(inst_val scorr -val,wro_val) in instrumento(ev,inst_val)
Then support :

if potencial( instrumento, ev, wro_val )
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then show trace.
else show similarities and differences between
corr_val and wro_val.
evidence :
show modo

8.
If refutado( sit_val, corr_val, wro_val ) in
situacio_vitima(ev,sit_val)
Then support :
if poten-~ial( situacXo_vitima, ev, wro_val)
then show trace
evidence :
show modo

g. : . ,
If refutado( sit_val, corr_val, wro_val ) in
: situacBo_autor(ev, sit_val)

Then evidence :
captura or modo_fuga

10. , :
If refutado( tipo, corr_val, wro_val ) in tipo_crime(ev, tipo)
. and pena( tipo, pena )
Then support
show the similarities and d1fferenoe% between
corr_val and wro_val
11. ¥ _
If refutado( pena, corr_val, wro_val ) in pena( tipo, pena )
Then evidence
complete the punishment information with the whole vear
interval.

There is no support in case 9 becsuse both possible sit_val
values are »Lrunaly likely to be assumed by the user.

There is no necessity to plOV]dP CVLd@nUG in 10 because the
aupport informatlon will be alwayw accessible.

There is no support in case 171, because the punighment 1is a
fact established by law. '

a0E. THE DEEP STRUCTURE

H.7.1. THE GENERAL STRUCTURES FOR YES AND NO ANSWER SCHEMAS

i

In the previous sectiocn, we showed how the system generates
decisions about what information to inelude in the answer. The
output of this component is a collection of facts. What iz left is
o provide a structure in which to fit these pieces of information

uch that the pragmatic relations between them are evident Lo the
eader. This structure, and the evidence of  pragmatic relations

40



e for the

of comprehension of the and
for that the final hext'plodubeu the on
the belietfs. .
emas pregsented Tor Yes  and  No .
3.8 s a track of the funcition of the pieces of ,
in the rezulting text ( the answsr ). Thess schemas drive the

search for what to say. So, for each query that the systen poses
Lo dtsell, we know what mobivated that query. Given this, For sach
fact in the anszswer, the system knows what role that Tact plays in
the snswer, and therefore how those Tfachts are related to each
other. Thig ig aszs follows :

The Yes Answer Schema s

1. Affirwmation

2. Focused Argument Evidence
Why aot ? '
Complement

>0

Let’ws identify some relations between parts of this schewma.
The general structure for Yes answer is shown in figure 7.

/\
\

/ AN unifio

1"‘3 ‘4:
i NEVERN
P antitese /1N sequéneia
e — b\
1-2 3 cl c¢2 on
i '
: evid®ncia ! concessio
1 2 not(user’'s thesgis) co iltions
) : /N
irestatement. / |\  sequénecia
:/\ /f'\:.—-.\

1 1 2.1 2.n

Fig.7. Schema for Yes Answer

The affirmation (Part 1) may contain an optional restatement
of the affirmative ( for example, Yes (nucleus), he killed hin
(satellite) ).

Given that the role of the focused argument evidence (Part
Z2) is to reinforce (ie. increase) the reader’'s belief 1in the
affirmation, it is a satellite component of an evidence
(evidéncia) relation whose nucleus is 'in part 1. The corresponding
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satellite may be a sequence of information as the crime motive,
the crime consequences, etc. '

Part 3 shows a wrong, but plausible, alternative for the
focused argument that may have been considered by the user. This
is the user’'s thesis for expecting the negative answer, thus it is
a satellite of an antithesis (antitese) relation whose nucleus is
the affirmation and its evidence. Horeover, the user’s belief in
the negation constitutes a concession (concessfio) for those
plausible reasons. _ :

Part 4 is quite independent from the rest of text in the
sense that the information it contains is not foreseen but depends
on the user model. For this reason it is only joined to the rest
of the text through the multi-nuclear relation -~ union (uni%o). On
the other hand, parts 2, 3 and 4 may contain several pieces of
information that are related to each other.

For example, sometimes evidence constitutes a trace of a
proof; in this cazse we have a conditional (condig¢%o) relation
between what was proved (nucleus) and its conditions (satellite).
Remember that part 3 involves the attempt to find a new value for
a potential focused argument, so there will be & g¢oncession
relation between the conditions of the trace (nucleus) and the
negation of potentigl argument (satellite).

In the Complement part, non-related pieces of inforwmation are
often together  because of the goal to complete the user
information about the crime. When this is the csse, a non-nuclear
relation - sequence (sequéncis).~ relate them.

Note that not all these parts will eventuaslly be instantiated
in the answer, which does not change the sbove observations.

?

The No Answer Schema ¢

Negation

. Correct Answer

Evidences for refuted arguments

. Sources for wisconceptions detected
Complenment '

o L0 DN

The above considerations about restatement relation and
complement part are still valid. Note that there is an antithesis
relation between the negation and the correct answer and its
evidences. Although the fact pregsented in Correct Answer part may
not exclude that fact presented by the user, from the point of
view of the gystem, everyhthing it doesn’t know it iz not true.

The correct answer part can also have related constituents
since it is goling to show the relation between the correct
argument and the event. There 1s an obvicus evidence relation
between part 3 ( gatellite ) and part 2 ( nucleus ). The parts 1,
2 and 3 form the nucleus of an antithesis relation with part 4
since each possible element from 4 is a negation of - a refuted
user’ s argument snd its justificatiorn. Both parts 3 and 4 may be
sequences of information about each refuted argument.

Again each evidence or Jjustification iz an information unity
or an instantiation of another relation. For exawmple, the
misconception Jjustification may be a concession relation 1if the
wrong argument ils plausible, or an evidence relation (Sse relation
“initions in the next section ).
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Again , some parts way be uninstantisted in  this  general
structure for No answer pressnted in

8.
/ \‘\
/N unido
/ \\
/ \
1-4 S
i VAR
' antitese . /1N sequinoia
’_-m-“"m
Ve M~M‘N\\\ N N
1-3 4 ¢l o2 on
i JARN ‘
' antftese / 1N sequéneia
T /N
1 2-3 !oconcessio
irestatement | evidéncia P I
¥ ]
t ] [ [
VAR

1 1.1 2 3
: |

|

i

i

!

/
/~

\

\ =mequéncia
~

Fig.8. Schema for No Answer

L]

3.7.2. DEFINITIONS OF THE RHETORICAL RELATIONS

We have used 8 relations and 8 schemas in our application
domain. The wajority of them were extracted from [Hann &
Thompson-87b]. Let’s see their definitions and examples where they
are used. -

Following Mann and Thompson, we denote nucleus by N ,
satellite by S, reader by R and the writer (system) by W.

i. EVIDENCIA CEVIDENCE) Relation

This expresses a situation where the writer wants the reader
to believe something (a claim). To do this he provides information
(the evidence) which he feels will make the reader belief the
claim. Here the c¢laim 1is the nucleus and evidence is the
sa*tellite. '

constraints on N : R might not believe N to a degree satisfactory
to W. f : ’
constraints on S ¢ The reader believes S or will find it credible.
constraints on the N + S combination : R’s comprehending §
‘ ' increases R's belief of N.
the effect : R's belief of N is increased.
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locus of the effect : N.

This relation occurs mainly between parts 1 and 2 of each
schema.

Before proceeding, 1let’s define the notion of positive
regard. Positive regard refers to the writer’'s intent with texts
and texts spans. Some texts are intended to create belief. Others
are intended to create approval or interest. Still others are
intended to create desire to act. These - approval, belief and
desire to act - are all varieties of positive regard. v

2. ANTITESE CANTITHESISD RELATION

The desired effect of this relation is to cause the reader to
have positive regard for the nucleus.

Example:

- 1.Every rule has exceptions,

Z2.but the tragic and too-common tableaux of hundreds or even
thousands of people snake-lining up for any task with a paycheck
illustrates a lack of jobs,

3. not laziness.

In unit 3, the writer considers the thesis that unemployment
can be explained in terms of laziness, but he clearly favors
(i.e., has positive regard for) the proposition in wunit 2
unemployment has its root in a lack of jobs.

constraints on N ¢ W has positive vregard for the s=situation
presented in N. :

constraints on § 3 none.

constraints on the N + S combination ¢ the situations presented in
N and 5 are in contrast; because of an incompstibility that arises
from the contrast, one cannot have positive regard for both the
situations presented in N and $; comprehending 8 and the
incompatibility between the situstions premented in N  and §
increases R's-positive regard for the situation presented in N.

the effect ¢ R’z pogitive regard for N is increased
locus of the effect

We have an sntithesis relstion between the correct answer and
the misconceptions detected. Ex : No, Antonio is the crime agent
{(nucleus); Jo&o is not the agent although he is Pedro’ enemy and
was there when Pedro was killed (matellite).

3. CONCESSAQ CCONCESSIOMY RELATION

This relation shares the antithesis property that the desired
effect is to cause the reader positive regard for he  nucleus.
Thiey differ in that Concession is not a subtvpe of Constrast,
while Antithesis is.

One obvious way to signal a Concession relation is an
although clause, Example
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L3
~ 1
-

1. Although this wmaterinl ig toxlie Lo certain animsl
2 ﬂV'd”HC@ 28 Jaﬁkiny that it has sny serious  long-tern
erffsct on human being:

The writer both signals that units 1 and 2 are compabtible and
acknowledges their pobtential incompatibility. That im, the
mﬂtwrlal s btoxicity fto certain animals is compatible with the lack -
of evidence that it - 1s haraful Lo humans, but 1t is also
potentially incompatible with it, since toxiecity to animals often
impliesg toxicity to humans.

consiraints on N ¢ W  has positive regard for the situation
pxeaprvd in N.

constraints on § ¢ ¥ ig not claiming that the situation presented
in 5 deoesn’t hold.

constraints on the N 4+ S combination ¢ ¥ ugnﬂuwlwd;as g potential

or apparent incompatibility between the ituations pr e%ehtbd in N

and  S; W regsrds the situstions pregentad in M and § asz

compatible; recognizing the compatibility bstween the =ituations

pregsented in ¥ and & increasses R's  positive regard Ffor the

situation presented in M. : '

the effect ¢ R’s pomitive regard for ths situation presented in H
i increaged. '
locus of the effect 3 N and S.

We have concession relation between the conditions of a rule
that defines a potential agent, for example, (nucleus) and the
negation of this fact : Jod3o iz not the crime agent although he is
Pedro’s enemy and he was at crime locality when Pedro was killed
(that is, Jo8o is a potential agent ). '

?

4. CONDICAO CCONDITION> RELATION

The fealization of the nuclear situation depends on the,
positive realization of the satellite situation. '

constraints on N ¢ none. .

constraints on S ¢ S presents a hypothetical, future or otherwise
unrealized situation (relative to the
“situational of S).

constraints on the N + & combination ¢ Realization of the

situation presented in N depends on realization of that presented

in S. : .

the effect ¢ R recognizes how the realization of the situation

presented in N depends on the realization of the =ituation

preserited in S.

locus of the effect ¢ N and S.

We have conditional relation between the conditions
(satellite) of a Prolog definition rule. When the system shows a
trace of a proof, Prolog clauses are presented as conditonal

schemas and, in this case, it can be grammaticized in Portuguess
by an se (if> clause.
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5. RAZAO CVOLITIONAL CAUSE)> RELATION

Volitional cause involves the action of an agent, typically a
person, who controls an action that yields the nuclear situation.
It is performed because the agent prefers the outcome or possibly
the action itself. Non-volitional cause is the
residue-consequentiality without a chosen outconme.

-constraints on N @ presents a volitional action or else a
' situation that could have arisen from a
volitional action.

constraints on S ¢ none.

constraints on the N + S combination ¢ § presents a situstion that

could have caused the agent of the volitional action in N to

perform that action; without the presentation of 8, R might not

regard the action as motivated or know the particular motivation:

N is more central to W's purpose in putting forth the HN-§

combination than S is.

the effect ¢ R recognizes the situation presented in S as a cause
for the volitional action presented in N.

locus of the effect ¢ N and S.

We use this relation when the crime motive is Lo be
~presented. The event arguments constitute the nucleus and the
"motive 1s the satellite. Example : - Jo%o killed Pedro (nucleus)
because Pedro betrayved Jod3o (satellite).

6. RESULTADO (RESULT) RELATION

This relation expresses the converse of the volitional cause
relation.

Here the csusing situastion is nuclear and the caused and
situation ig less central.

constraints en N ¢ none.
constraints on S ¢ presents a situation that ecould have arisen
from an action. .

consiraints on N + S combination ¢ ¥ presents a gituation that

caused the situation in €; presgsentation of N is more central to

W's purposes in  putting forth the N-S combination than is

presentation of 5.

the effect 2 R recognizes that the gitustion presented in N could
have caunsed the =zitustion presented in S.

locus of the effect ¢ N and S.

The result relation occours between the dezeription of a
crime fact and effects such as the actusl situnation of the agent
and of the victim.

Although the last two definitions distinguish the focussed
element between nucleus and satellite for writer’'s purposes, the
system chooses one or the other depending on what information 1t
is able to add : if it is a motive, the relation is Rozle ; if it
is an effect of the event, the relation is Resuliondo.



7. RESTATEMENYT RELATION

constraints on N none.,

constraints on S none.

constraints on ¥ 4+ 5 combination 3 $ restates N.
the effect : R recognizes S as s restatement of N.

LT

8. SEQUENCIA (SEQUENCE) MON-MUCLEATED RELATION

Hann and Thompson’s definition for sequence velation imposes
an order on the spans the relstion covers, that is, the relation
-among the spans is  their ovrder of presentation. The sinplest

example is a food recipe.

Our sequence relation is rather different : it indicates that
the involved information does not have any significant relation to
each other; they simply were decided at Lthe same moment Lo be
present but they have the goal of complementing +the user crime
information and becanse it depends on what the user already knows,
this set of information may be quite heterogenous.

constraints on N : multi-nucliear.

constraints on the combination of nuclei H A sueceession

relationship between the situations is presented in the nuclei.

the effect : R recognizes the succession relationships among the
nuelel. :

locus of the effect ¢ each N.

9. UNIAO CJOINTY SCHEMA
L3

The joint schema has no corresponding relation. The schema is
multinuclear, and no relation 'is claimed to hold betwesen the
nuclei. S
Remember we wuse Jjoint schema with the answer and the
complement answer as nuclei. The complement is Telated only to
what the user already knows. Although they are related in the
sense that nothing said in correct answer .can not appear in
complement part, this kind of relation is not intended to be clear
to the user. ' i

3.8. EXAMPLES

In what follows we provide examples of system answers to
input queries abocut hypothetical crimes.

A corresponding natura” language text is shown with the
purpose of showing what the system generates. At present we are
not dealing with the final format of the text. .

We indicate the focussed item by underlining it.

Case 1. Pedro and José were walking in Leme beach, on June
21,when they were assaulted by an unknown man. They reacted to it
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and Pedro was hurt by the assailant’s knife. The assailant ran
away without any money. :
Suppose the user knows the crime motive - robbery, and the
crime victim - Pedro.
Uu.Q. 1. Is Pedro hurt ?
S. A. 1. Yes. :
2. Pedro was hurt by stabs
3. The assailant run away
4. and he is still unknown.
5. The crime occoured in Leme, on June 21.
/\
7\ unizo
/ \
/ \
1-2 3-5
i / \
levidéncia / '\ seqliéncia
1 2 3 4 5
U2, : Is José gngpected of having hurt Pedro ?
S, A. 1. No,
2. he isn’t. A
3, José was a witnessg.
4. Although José was there st crime local and day,
5. he isn’t suspect.
! antf{tese
1
.' A/’A\
1
1~3 4~5
I b
t §
! anti tese concessiko H
1-2 3 4 5
]
i
I resiatement
1
1 ;‘/‘\
1 2
Case 2 ¢ Jo%o killed bis wife Ana in Copacabana, firing
~three shots. He declared she was unfaithful.
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suppose the user knows the action - homicide, and the erime

location

,_.
b Seae
. 4
D

L2
€

7

~Copacabana .

1. ' Wae Ana killed by ap unknown person ?

T

O DN

N

Ho.
JoZo killed her
firing three shots
because according to him, =he was unfaithful.
bhe was his wife,
‘ FAN
SN\ unifo
/ \ ’
/ \

et
{
s
on

evidénecia

TN

1-2 3

4

H
i
anti{ tege H razio
i
i

=

. Q. 2.

s

.A.

B N

T

Is Jo%o s crime “"homigidio-gulposo” ?

Mo,

it isn’t.

His crime is "homicfidio_simple_culposao". .
since in this type of crime the author’'s risk is
assumed. '

ant{ tese

RN

1-2 ' : 3.4

restatemsnt condic3o

< N\ e

bl b R |
——————— ]

1 2 : 3 4
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U.Q.3. : Is JoB0 s punishment five vears imprisonment 7

S. A. 1. No. . _
2. His punishment is between 6 and 20 years
imprisonment ‘

3. because this is the basic punishment for this type
' of crime.

3 condic&on

: /\

:

1-2 ' 3

)
]
' ant{ tese

1 2

Case 3. Maria, 18 years old, had an abortion because she was
pregnant resulting from a rape. With her permission, her doctor
performed the abortion, and Maria died.

Suppose the user knows what 1is an abortion, the agent
~- Maria, and the agent situation - died.

U.Q.1. : Did Maria commit “provoked-sbortion" ?

S, A 1. No, ,
2. she didn’'t.
3. She commited "aborto_resultante _de_estupro”
4. since the abortion was motivated by a rape-caused
pregnancy
5. and was made by a doctor.
6. Although both types of abortion involve a foetus
death before parturition,
7. they differ in that
8. a) while the doctor performs the abortion in
~ "aborto_resultante_de_estupro”,
9. the mother performs in = "aborto_provocado";
10, b)Y while "sborto_provocado” is & crime,
11. "aborto_resultante_de_estupro” 1is not,
12. ¢) the motive for ‘“aborto_resultante_de_estupro”

ig & rape-caused pregnancy
13. and the motive for the other type is different.

See the figure of the generated structure in the next page.

e
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anti tege

i ¢
' 4
boantitese !
‘ 1
t w/"‘“‘"“' N\\\ P !
1-2 5 6
! !
! i
i restotenent I ocondicia sequéneia
! |
TN f e
! 2 3 45 ’ §-9
f
VAN ‘
/N sequéncia |
7/ Y i
L W 1

4 5 8 9

Case 4. Carloz killed Harcio aflhter a =strong discussion at a . bar.

They were brothers. Carlos was arrested. Mércio was being pursued
by the police because he had hurt José a month ago.

Suppose the user knows that Mircio is dead, Carlos and MHarcio
were brothers and Mércio had hurt Jogé.

0.1, ¢ Was Marcio killed by Carlos ?

5. A 1. Sim.

%. The motive was a strorsg discussion.
Consequently, Carlos was arrvested.
Although had motive,

Jos€ is not the murder.

L2

62 It Y TN

antitese

]
1
evidéncia concessio |
]
s —a !

4 5

.  Sequéncia

Obs. : 2.énd 3 are related to 1 wvia reason and  result
relation respectively.
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4. CONCLUSION

We have proposed a deep generation component of a text
generator for a knowledge-bazed system about crimes,
In relation to our initial goals

a) Influence of different knowledge sources 3

We have used five different knowledge sources - User Model,
Legal Knowledg- ; Crime Knowledge, Discourse Information and
Common Sencge Knowledge about the Domain.

' All five sources were found to be necessary for providing a
cooperative answer. The contribution of each one in deterwining
what to say is

Commom Sense Model : in the treatment of misconceptions and
in the provision of additional relevant information.

User Model detefmining which relevant ihformation would be
best left unsaid. '

Domain Model : provides information about Brazilian Pensl
Code and about particular ecriminal events.

Discourse Model : glthough we do not make explicit use of a
Discourse Model, we provide the mechanizm for wutilizing the
information that this module would produce (i.e. focus). We also
previde a (domain-dependent) mechanism for deducing Zocus in cases
where the Discourse Model faills to find it.

b> Misconceptions Detection and Justification
The proposed method of detecting and Justifyving

misconceptions is strichbly based on common-sense rules about the
domsin and on cur very simple User Model. Hore zophisticated user
models could lead to better vesulis. The wmore the system knows
about the uvser and the domain, the wore accurate the mizcopception
treatment will he.

e RST as a generation tool

We have shown that it is possible to generate a coherent
structure for the snswer, based on R8T, that this structure is
cohesive and that it will provide the reguired informaticn about
the

the types of relationg that exist bstween the elements o
structure. Furthermore, as a welcome side effect, hig  =ir
also provides informstion about how its contents affect Lhe u
{reuder 's) beliefs, thereby indicating how the Uger Model ¢
be updated as & result of the response.

At this peint, we feel we have achieved our initial dgouls.
However, we would like to add as a caveat that we do not vet have
Final prootf of the amenability of R8T as a gdeneration tool. The
final proof will only be reached whern we ave able to produce

Portuguese text. This work has just begun.

<)
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