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ABSTRAGY

Good text requires good ptanning. This Is eaven more
cructal when the text is long and therefore more sensitive to
stylistic blunders <tThat can affect cognitive processing,
Descriptions of complex data oblects are an Instance cf such
a text.

GEMA s a ianguage generation system for producing
gescriptions of complex data objects. These descriptions

witll usually contaln several paragraphs., Texts of This length
gemand more stylistic harmonltzation than ie typilcally
required of text generators, and producing them commands a
sreat deal - of interaction bhetween planning and reagllizing
cagmponents of the generateor. This brings with it some
computational problems that are noft very well handied by
existing planning approaches.

We describe in this paper & planning approach thal has
been developed for GEMA that combines some of the more
desireable features of traditional text-planning &pproaches
and which achieves good stylistic effects. . We have calied
this conciilatery planning..
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. INTRODUGCYION

Description of compiex objects prasent several chaltenges 1o

text generation systems. The quattty and quantity of the
information contained in  the description, atong with . 1The
structure within which it is cuonveyed, shoui¢ contribute to the
case with which the reader is abte to construct an accurate and
appropriate mantal model of the object being described. This

means that the text must necessarily Take account of psycho-
iithguistic factors.

GEMA is & natural language generation progrem for producing
textual descriptions of compiex systems In Portuguese. A graphic
gescription of the type of systems GEMA must describe Textually
ts shown - in filgure 1. Both descriptions are representations
given to the user of the machine~internal model of the system
(the data model). They differ In that the textual descriptions
are very much more complicated to preduce since they must include

the semantics of the model (without, however, aitming at
descriptions of the real wortd situation that bt partially
represents). Semantic information is not availabie for

representation in the graphic medium.

Text of the type with which we are dealing tend to be very
fmuch longer than that typically produced by most existing
languase generation. systems. At the very deast, GEMA must



senerale more naragraphs than the number of processes contained
ino the data model. Thnis factor, atoeng with ftThe complex nature of
the models, puts a heavy toad on the planning of the Text.

Given GEMA's communicative goal to produce a text which
describes data models In a manner which maximizes the ease wiilh
vwhich the reader can construct accurate mental models of them,
and a set of heurlstics For determining what factors will
contribute to this goal, its Ytask s - 10 decide:

- what slant to put on the text, le. from the notnt-of-view
of which external entity should the model be presented

- what information from the model should be included in the
text

- in what order should the information be presented

- what aspects of the model should be fotussed

- what should be the structure of the Text

- what should be the surface linguistlic form of the text,

ie. decisions ‘about lexical, syntactic and stylistic
ferms. -

Existlng text generators fall into three baslc classes
depending on the nature in which +the planning and reallzing
decisions are made: sequentlal, Integrated and mlxed approaches,
In the seguential gpproach (McDonald and Pustejovsiky,b1885;
McKeown, 1885; Paris,1887), alt declsions about text content and
structure are made before gecislons about binguistic form (le.
all planning accurs before realization begins). In the integrated
approach (Appelt,1883,1888), these decisions are made
concurrently. The mixed approach, as its  name Iimplies,
encompasses both approaches. An instance of @& mixed planner 18
PAUL INE (Hovy, 1888 where planning and reatization are

interleaved.

The relative merits of the three alternative approaches tend
to pe bound to computational factors (such as the amount and cost
0f pack-tracking that may be required before a reasonable text is
generated), and not teo theoretical motivations. The type of text
to be procuced will often motivate +the choice of architecture.
For example, a sequential approach is unsuitable for texts which
include goals - that are realized not through the type of
information conveyed put through the way In which 1T 8 conpveyed
(e.g. perlocutionary goals such as “impress the reader’J.

The productton of descriptive texts in GEMA contemptltates
the interplay between cougnitive goals and linguistic structures:
information should not be embedded In Complicated sentential
configurations or conveyed through the use of lexlcatly ambiguous
jteme. Clearly, some combination of the sequential and
integrated approaches is required. Trying to get the best of both
wortds, GEMA adopts a mixed approach with the same global

&
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THE DESOCRIFPTION OF COMPLEN DATA-

It is clear that s s*rlctiy cequential e&pproach i
unsultabie +to the needs oF GEMA owing to the considerable
gifficul ty with which tt can hendle eotyliistic factors. &g an
grample, suppose That The ptanner decldes, for cognltive rFreasons
+o 6o with the importance of entitles thet recelve data, thel 1
sotlowing information 1s to be eatized 'n the folleowing order:

- pProcesst sends A to B
-~ pProcesst detetes D from G
- Processtl ifnserts A in O
A sequential approach witlh result in a gescription of the type:

A
A
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inserts tt In C,

reasons of achleving stylic effects
priarities, will not arise. The
the latter text gver the former is
speaking, the syntactic activitly of
eastly processable text when (I S
when appltied to yndirect onw



Simittarty, coordination among NP’s 18 more easlly processable
than amony VP’'s (Frazier et. al., 1984).

On the oather hand, an integrated approach s prepared O
handle the above conflict of Interest, since the opportunity 10
produce the more desireable type of text will be considered
durtng the planning process. But this will be done at the Cost
of a tight control of syntactic and semantic constraints. in
addition, the amount of knowledge that the generator will have to
carry along In Its operation and the number of computattions that
will need to be performed witl be expectediy large. These are
the main disadvantages of a fully integrated pianner. Given the
heavy load that Is put on planning in GEMA by these and by
stylistic factors, an integrated planning model too will be
unsultable,

Hovy’'s proposal is one way of combining the computational
efficiency of 'a sequential approach -~ with the cognitively
desireable effects of an integrated approach. His cholice of an
interleaved model s essentiaily motivated by pregmatic
considerations, since the narratives To pe produced by PAULINE
must be slanted towards sympathy with one of the parties Involved

in a particutar svent. This means that there will often be
confiicting communicative goats to he achieved, frequently
through the adoption of different lexical and syntactic choices.
Thus, interleaving s achjeved through the alternation of

planning and reallzation sub—functlions in an iterative fashion.

Given the nature of its generation task, GEMA 15 unlikely,
if ever, to encounter conflicting communicative goals. instead,
the preeminent objective of generation is coanitive, and this is
reflected in every geclsion that {s made, For this reason,

fdentification of sup-tupnctions for purpeses of resolving
competing communicative goals would pe unnatural for the
epplication. Confiicts at a lower level may, however, occur and
these will call for some integration between planning and
realization. This we achigve by what we call conclliatory
planning.

3. CONGCILIATORY PLANNING

GEMA acdopts a declision-making strategy for planning and
realization activities that draws on cembined knowledge. The

planner carries out 11ts tasks in view of general syntactic
knowledge, and the realizer produces the final text from a basic
structure that refiects . the minimal syntactic structures the
planner has operated on. The general schema of GEMA’s planning

and realization activities 18 shown In Figure 2.

The bridge between the two suhb-components of GEMA 15
represented by two basic knowledge representations: paragragh
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The solution we have chosen for this probtem in GEML has
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share both semantic and syntactic sub-specifications, therehy
redgucing the issue of producing  synonyms to one of mere
repltacement. The result of this decision is & strong lexni
bmnwtra'nt and a reduced scope 0f choice at flnal stages of fText
production. L.ihough not ideal, the computation peyoff in terms
of reduced back-tracking is great, and the final effect is a text
that is not unpleasing.
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4. THE OFPFRATION OF THE CONCILIATORY PLANNER

fn this section we describe in more detall the operation of
L concsillatoery planner i n GEMA and the manner in whioh
cianning and reatizing activities interact. Ao mentioned ashova,

the interactions are atdeo by our choice of representation schema
for the gata model, which reflects syphtactic and semantic
properties. it is this knowledge that the plannar acts upon and
which 1% reproduces in an augmented form for tne reallzer.

propositiaons In the data model follow the form:

1. ACTION-TYPE,AGENT, INPUT,OUTPUT
2. ACTION-TYPE,AGENT, ACTION-OBJECT, ___

In linguistlc terms, these correspond to:

1. VERB,SUBJECT,INDIRECT OBJECT,DIRECT OBJECT (1)
2. VERB,SUBJECT,DIRECT 0OBJECT, REST(2)

Actlon—-types are primitives for the activies of processing,
recelving and sending and are represented as do-acts, p—-acts, r-
acts and s-acts. As an example of what this wiil fook like 1o
the planner, the representation of Process § in Figure 1 wiltl
inctude the foliowing:

d0wact,produce,processs,reports,fnr the manager
r~act,consult,processﬁ,payments,payments received
p—act,transform,processs,payments made,payments report
swact,send,process,maﬂager,payments report

Thnis type of information is used by the planner to construct a
tree that is a macro text structure. The leaves of tne tree are
the progositions 10 which tags Indicating ordering prigritlies are
added. The root of each major sub-tree is @ process in the data
model (reoresentad as the do-act for which that process 13 AGENT)
and the roet of sub-sub-trees are one - of the variahtes
corresponding to action,input and output. All sub-trees are
marked for focus, and focus can be nested wlithin sub-trees.

1 The exception to this s processing activities that
involve a simpie passing-on of data, in +tnis case the direct
ogbject is input. -

2 Propositions of this form apply onty to do—acts. These
describe the general function of a pProcess. They can be reatized
as, for example, T"Produce reports™,or T"Produce reports Tfor
managers”, or even "Produce reporis for managers of associate
pranches’, For purposes of generation, only The verb and direct

object need be identified.

)



Furthermore, the struectiure nereted  for The fower portion of
H

tent-epeannling Lregs are ,OLu5mscnm(ﬁtve.
GEMA s descriptions heve & fixed general structure which is:

Y. tatroduce  tne model by saying what {1ts maln function
what are the maéor acttvities itnvoivea In perferming thi s
function and 1! vt oare the objects that playvy 8 role in Tha
data-processing modei, '

Desorlbe The auizui?!as of each ¢f the processes Ih turn,

53}

~

Given This schema, the Tirst task of the planner is to
getermine what the main struciture of the tree should be. This
gecision s unilateratly taken and s non-negotlable. bt s
griven by strictliy non-iinguistic considerations of the data
modei and of the intended resder, Thase affect decisions onh what
aspect of the activity of processes should be focussed, on the:
viewpoint frem which to present the modei and on The pest path
through the model for the chosen viewpolnt, These declslions vary
agreatiy in terms of the amount of work the pileanner must enhgags
i,

Based on the fect that Input to process temporalty precede
autput from it, and that the data model can he viewed on an
abstract level a8s the operation of one process which receives
data from, and produces data tor, edternal entities, GEMA assligns
focus to  the input data of each process in the model except The
gne that is discussed last. The tast process always has Tfocus ohn
its output.

Decisions on viewpoint are even more triviai to compute.
Requests To GEMA to proguce descriptions always precipltate a
reguest to the user to select Trom the externa! entitlies that
with which he ot she ldentifies or is most able to. Thi
information fCwhieh we refer to as the fdentity of EE’J i
avallabte Yo the planner and is UsEd by 1t tao select the

viewpoint of the deg scrlptton the tats model will always bhe
gescribed through the "eyes” of EE’. This is as close a5 GEMA

need cet to what Hovy refers to as problems of Text sltant

Choosing the best path through the model ts conslderably
more difficult and is in fact the most time-consuming activity of
GEMA. For each data model, the number of potentlal paths tThrough
it will! be a factorial function cf ihe number of processes it
conptains. Given GEMA's cognitive goals, only a smali number of
these wili result in-a& good description. The planner chooses The
best peth, not - hy sejecting one among the entire set, but by
generating only those paths which will satisfty the cegnitive
goals and by selecting from that set, the best candidate. Good
paths are those which:
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elated to mental-mode! rotruction. For example, thne
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> P2y P3 —> P5

P1

will be (Pl P4 P2 P3 PBJ.

The best path will be that which conforms most stirongly to the
above criteria. For +the data model! of SISVIDEC, the best patih
fprom the viewpoint of the client will he through the processes:

Register members or DOrrowers
Register flims

Produce film catalogues

Process returns

Recelve payments

Fffect loans

Produce reports for the manager

One may well argue faor a different ordering of processes,
nut it is worth re-emphasising that GEMA’s task 1s te describe
*he data model and not 1is real-world equivalent. lts decisians
sre based soiety on information that is avallable in tne model,

The final dectston 0f a best path is used to order thg sub-
irees in the Text structure whos heads are individual
Processes . It is also used to add order—-signalling tags the co-
acts for processes in the |ntroduc ion part of the text schema,
These, unlike the ordering of the process sub—-trees, can bde
overridden by the realizer for the purpose of achieving a
linguistic effect.

The next step the planner takes s to append order-
signalling tags tn the p-,r~ and s—acts associated with gach
process. These tags suggest the relative priority that should be
given To gach -—act within its <class and these too can be
gverridden by the realizer. The priority values given are
sensitive to the context in which the process oaccurs and te the
cognitively~-related primacy of the objects that are the source
and destination of data into and out of the process.



The tast task of the planner s To asslgn the fiasl tevels

ot the tree thet coerrespond  to patsoraph structure. This 18

achieved by . (deterministically) sefacting from among sl

alternatives, Gepending on the focus of the paragraph (lpput or
n

gutput) and on the number of p-o@ r-acts assoctated with the
process. The terminal elements of this structure wili be The
leaves of the text-spanning tree and are The augmented data-mode!
propositions.,

taine att the
r to produce &
ntegrlty ot the

The tree produced by the Dplanner con
Information that will be requlred by the reatlze
text which Is cohesive and which reftects the |
data model.

P
A"

5. FROM PLANNING 70 REALIZING PORTUGUESE

The generation of basic sentences 1s achieved through the
use of a unification grammar that operates on the lextcon. The
semantics of each —act is the key for lexical search for the
equivatent verb. Associated with each entry Is a generative rutle
of the foliowing type for deriving a kernel sentence:

semantics: s—actl,processB,manager,report on payments

lexical entry: SERD

morphology:. ...
semantics: sactl,AGENT,DESTINATION,OUTPUT
syntax: . AGENT send DUTPUT  to-DESTINATION
‘ ' { ] {
{subj lverdh ldéir—aob) fprep-comp
np pres np pp
sing ind pumber number)
gen sing gent
3rd pl 3rd pi
constraints: . ..o, ..

The kerne!l sentence that is generated for the ~above proposition
is:
"ProcessB{+features) send{+features} report on
payments{+features} to manager{+features]”

ProcessB in this case is only & pointer to a do-act and will be
realized as either & nominalization, & pronoun or an eguivatent
gExpression, As the example shows, features are added to lexices
items In the kerneil sentence. These will bhe utilized in tater
stages of the realizaltion process.

The planner’s choice of paragraph structure will dictate
which transformatiocnal rutes should apply and when. This is the
first important place of looking-back. The transformations that



can be applied at this stange (and which are selected by cogrnitive
criterya) are coordination, nominalization, passivization,
relativizetion, pronomtnalization, toptecaltzation and bl opess,
ai these, coordination, roetativization, pronemineltzalion

etiipors  all involve the anaiysis of mere  Uhan  one krrned
ceptence. The preconditions for These transicrmations involive
the matching of glements hetween kernet sentences. Tre

conditions for the application of transformations are matched
agalnst patterns of pairs of kernel sentences and the type of
pattern found determines how the rule must be appltied.

Patterns are derived from &x3 matrices of which there are 2,
one each for p-, r—, and s—acts. These are shown in Figure 3.
The parameters of the matrices are: verbd Vs, . Np VS. pp and
ldentlical vs. different entries. These matrices are interpreted
by GEMA as in the following: ADE and ACF command simpie
coordinations (at NP fevel) whereas B__ commands cCcomplex
coordination (at VP tlevel). These patterns also indicate the
cholce of the coordinating conjunction: ACF signals the need for

"or™, whereas the others signal "and".

~The consultation of matrices in a network fashlon aiso
signals other important linguistic opportunities. For example,
an ACF pattern in the p-act matrix and an ADE pattern in the r-
act matrix together indicate an spportunity for compound
coordination and relativization, rendering text like:

"With data on payment and credit notificaticns, which come from
the process for authorizing credit, the information—distributing
process compiles a report for managers and supervisors’

instead of

"With data on payment, which <come from *the process for
authorizing credit, and credit notifications, which alsoc come
from the same process, the information—distributing process

compites a report for managers and supervisors"”.

Matrices have proved to be an efficient declsion~support
toa! for GEMA: not only do they provide considerable insight In
terms of stvle (look—ahead), but they also allow GEMA to maintain
integrity wlth the origlnal knowledge structure via the
parameters that are used (look—bdack).

The patterns that are found in the various matrices,
however, provide only a general syntactic guidetine. 'Fine-
gratned syntactic adjustments can onty be achieved by examining
jexical entry features. This is done by a morpho-syntactic sub-

component of the realizer. A typical example of one such
situation is that of prepositional compatibilitly in FP
coordination, a situation that provides speciat problems for
Portuguese since prepositions are gender~marked. Another case 18

10



thet ot anephortc roalization ?hrovqh the geo of sither pe reanal
pronouns or Lome more complex ferring expressicens., This 1o
iltjustrated by lowing text: ‘

fcattons, the pProcess To

"with deta on payment and credit notid o
glstrtbuting intormation compiies reports and sengs  them o
panagers and supervisors. With tihe same Input, the process
computes ~the pumbery of assoclates per dlstrict and sends 1his

information to the director.”

Noetice that holdface items refer to previousiy-—mentioned
glements, However, not all are reallzed as pronouns. Consecutive
ttems asre not ansphortzed In the same way, ant this declsion 1g
made in fterms 0OfF how much potential amblguity would be Involved
In the final text, This I8 zssentialtly a matter of the gichal
morphoiogy of the closest NP 2t the final steps of linearizaetion.
Mad GEMA used "them” instead of "the same input”, the resulting
text coutd lead the user to &rfonecusiy interpret the antecedent
as "managers and supervisors” (which together make up a KNP wilh
compatible number and gender).

5. CORCLUSIONS

The conciliatory gppreach combings the advantages of
computational efficlency ot seguentliat planning and of texi-
quattty of integrated planning It is more efficient than an
interigaved approach for the 1vpe of ieh 5 with ~which GEMA deals
since 11 is sensitive to the peculiarities of the objects to be
dﬂqcrihed and of the description !aﬂQUage. This is achiaved Dy
givity the planner look—ahiead, and the reailzer jook—back,

.apahxiities.

The texts produced by concitiatory planning are wsually much
more readable than tnose produced by human writers, which tend g
he difticulit tao comprenend (ie. gifficult For the Feader to
visualize what the date mode! is like) and to suffer from glaring
prmisstons and additions.
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