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Abstract

This chapter examines the problem of generating texts that achieve
their communicative goals in an effective way. We discuss an approach to
producing effective text that is geared towards ensuring that the rhetori-
cal aspects of a message are not only preserved but enhanced in the text.
This approach is strongly influenced by research in psycholinguistics and
the psychology of memory, and is based on a view of stylistics as a matter
having rather more to do with cognition than aesthetics.

3.1 Introduction

Text generation can be characterised as a process of transforming a message

into a text. This process is successful if, and only if, the reader of the text is

able to derive its intended message. The ultimate criterion of what it means

for a text to be good is thus a cognitive rather than a strictly linguistic one:

the easier it is for the reader to decode the intended message from the text,

the better the text will be. Given this, it is therefore important to be able

to specify just what are the characteristics of a text whose message is easily -
retrievable. Grice [1975] addresses this issue in his Manner maxim:

Be perspicuous; avoid obscurity of expression, avoid ambiguity, be
brief and be orderly.

Clearly, if it is our aim to generate text that conforms to this directive then it
is crucial for us to be able to determine just what are the defining features of
the characteristics that Grice so strongly recommends. When, for example, is
a text brief and when is it not? Unfortunately, Grice provides us with no more
than a quick glimpse of what these directives amount to in practice. Neither
do other potential sources of information provide us with much more to go on;
essays and textbooks on good writing tell us what we should and should not
do, but give us next to no indication about how we could or should go about
doing it. For example, Mark Twain, in his critical essay on the art of good
writing (Fenimore Cooper’s Literary Offences), simply tells us that the writer
must:
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e say what he.is proposing to say, not merely come near to it;
e use the right‘wo‘rd, not its second cousin;

e employ a simple and .Sfra,ightforwa,rd style;

e not omit necessary details;

e avoid slovenhness of form;

e eschew surplusage and

e use good grammar.

Similarly, Strunk and White [1979], in what is perhaps the most popular book
of the genre of writing textbooks, define conciseness in the following terms:

A sentence should contain no unnecessary words, a paragraph no
unnecessary sentences, for the same reason that a drawing should
have no unnecessary lines and a machine no unnecessary parts.
This requires not that the writer make all his sentences short, or
that he avoid all detail and treat his subjects only in outline, but
that every word tell.

In the absence of clearer guidelines, we are thus left with the task of specifying
these directives by hypothesising their meaning, implementing our hypotheses
in working systems, and judging the validity of the hypotheses by their effect
on the goodness of the resulting text. ‘Given the cognitive natire of our stated
criterion for good text, it makes obvious sense to look to cognitive models of
reading to provide the ‘found‘ati.&m for our hypotheses. That is, our hypotheses
should be based on psycholinguistic models of language comprehension. In the
work presented here we discuss some of the hypotheses we have developed in
this way for planning the generation of good text. The hypotheses we discuss
are based on a general model of text understanding suggested by Clark and
Clark [1977]. They are aimed at achieving clarity and conciseness in the
textual expression of the message at the rhetorjcal level.

In our approach, the méssage of a text is comprised of a set-of propositions
which form the leaves of a hierarchical rhetorical structure that expresses the
writer’s intentions behind the inclusion of each proposition. If the message
is coherent, then each of its constituent propositions contributes to the over-
all intention—that is, to the writer’s communicative goal. We have chosen
to'represent' messages within ‘the framework of Rhetorical Structure Theory
(rsT) [Mann and Thompson 1985, 1987a, 1987b]. ‘RST provides a number of
extremely useful features for text generation, many of which are discussed. at

- length in' Hovy [this volume]. Most important among them for the present
discussion is ‘that RST can'be used to represent both the message and the
text plan and that it provides a means for capturing the notions of relevance
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and coherence within the representation of messages. The advantage of these

is that, taken together, they provide the basis for maintaining the control

that is required during the generation process to ensure that the necessary

mappings from message to discourse and syntax are meaning-preserving. Like -
many other text planning systems (e.g. McKeown [1985]; Paris [1987]; Hovy

[1988a], [1988Db]) the basic elements of our messages are verb-based, clause-

sized propositions, each of which can be expressed as a single sentence.!

Our particular concern here is that of ensuring that the texts we generate
convey the rhetorical structure of the message in an effective manner.? This
means that our texts must conform to the following three basic requirements.
First, they must be sensitive to the communicative context in which they are
set, i.e., one where the writer is an artificial interlocutor, with few resources for
predicting or judging the impact of the text on the reader. Second, the chosen
expression of the message must be a valid and unambiguous textual rendition
of its rhetorical structure (i.e. the rhetorical structure of the message must
be derivable from the text). Third, the chosen expression must be the most
easily processable member of the set of all valid and unambiguous expressions
of the message.

3.2 Making the Text Sensitive to the
Communicative Setting

Clearly an important factor in effective writing is the tailoring of the expres-
sion of the message to suit one’s intended audience. The need to provide
tailored communication is now well recognised among designers of cooperative
human-computer interfaces, and there are a growing number of dialogue sys-
tems which attempt to provide just this sort of interaction by incorporating
a model of the user (see Kobsa and Wahlster [1989] for a detailed discussion
of these systems). Although user models provide a useful bas1s for tailoring
a system’s contribution to a dialogue, they cannot be expected to be reliable
representations of the user. Since artificial interlocutors clearly have fewer
poss1b1ht1es to make reliable assessments of their audience’s ability to ‘get the
message’ than do their human equ1va1ents, their expressions of the message
often need to be more explicit than would be ideal. This is particularly the
case with respect to the rhetorical aspects of messages, whose understanding
generally relies heavily on common-sense knowledge ‘Also of relevance is the

.11t is worth noting that this also accords with the preva.llmg view in psycholmgulstxcs
See Clark and Clark [1977] and van Dijk [197 7] for a discussion of this, and Johnson Laird
[1983] and Garnham [1985] for an alternative view.

2Meteer [1988a, 1988b, 1989] presents a rather different approach for planning text that
. is clear and concise at the propositional level.
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fact that although most user models attempt to represent the overlap between
the system’s knowledge base the user’s beliefs, few attempt to represent the
user’s beliefs about the relationship between-the facts in the knowledge base.

It follows from the above that since the present generation of computer
systems cannot reliably determine whether their users will be able to correctly
infer the rhetorical structure of a message from its constituent facts, they
should therefore make this structure explicit to the user. Our first hypothesis
is thus:

Hypothesis: Readers are unlikely to retrieve the rhetorical struc-
ture of a message unless it is stated explicitly.

To account for this factor, one of our heuristics for guiding generation is there-
fore:

- Heuristic 1: Always generate accurate and unambiguous textual
markers of the rhetorical relations that hold between the proposi-
tions of the message.

Our examination of two unrelated languages, British English and Brazilian
Portuguese (see Souza, Scott and Nunes [1989]), shows that at least in these
languages all rhetorical relations of the set proposed by Mann and Thompson
[1987b] can be marked textually. These rhetorical markers may be lexical,
phrasal or purely syntactic, and their roles in the language are strictly prag-
matic. For example, the ANTITHESIS relation can be signalled in a number
of ways: rather than, instead of, however, and yet. Similarly, the EVIDENCE
relation can be signalled.by since, because, and therefore, RESTATEMENT by
in-other words and PURPOSE by in order to. Some relations, in particular
ELABORATION, can only marked by synta,x

A requ1rement of text generators, then, is that they include mformatlon
a.bout the approprlate textual markers of each rhetoncal relatlon

3.3 Generatlng Valid and Unambiguous Textual
Markers of Rhetorlcal Relations

In order to ensure that only valid and unambiguous markers are generated, it is
important for the generator to know not only what the markers of each relation
are, but also how they can be used in the target language. It must know, for
example, that as a marker of EVIDENCE, since can only be attached to the
satellite of the relation, and can only be used intrasententially, but with any
ordering of the satellite and nucleus, whereas therefore can only be attached
to the nucleus, can be used intersententially and can only be used with the
satellite presented before the nucleus. This type of information permits the
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_ evidence

My car is not British My car is a Renault

Figure 8.1: An instance of the EVIDENCE relation

generation of a message, such as that shown in Figure 3.1, as sentences (1)-

(3), all of which are valid expressions of the message and therefore ones from
which the message is retrievable. It also prevents the generation of sentences
such as (4)-(8), none of which are valid expressions of the message and some
“of which (sentences (6)-(8)) are valid expressions of some other message and
therefdre likely to ‘give the wrong message’. k

' (1) Since my car is a Renault, it’s not British.

(2) My car is not British since it’s a Rena;ult.(

(3) My car is a Renvault, there{fo:e‘ it’s not British.
(4) *Therefore my car is not British, it’s a Renault.
(5) *My car'is not British. Since‘/it?s a Rén@ult. |

(6) *My car is not British, although it’s a Renault.
(7)  *Since my car is not British, it’s a Renauit.

' (8) *My car is not British, therefore it’s éRénault.

In addition to the above constraints on the use of rhetorical markers, there are
"also situations where strong constraints are placed on the tense that can be
used to express elements of a relation in conjunction with particular markers.
For example, in Brazilian Portuguese, the satellite of a CONCESSION relation
marked by embora can only be expressed in the subjunctive. '

" Avoiding the generation of ambiguous markers can often prove difficult,
since there aré a number of markers that apply to more than one relation.
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When this happens, however, it is generally the case that the set of appli-
cable relations form a superclass. Ome such superclass involves the above-
mentioned markers of EVIDENCE, which also happen to be markers of what
Mann and Thompson [1987a] call the cause cluster: the VOLITIONAL CAUSE,
VOLITIONAL RESULT, NON-VOLITIONAL CAUSE, NON-VOLITIONAL RESULT and
PURPOSE relations. That the marker because (i.e., be + cause) should validly
apply to them all is hardly surprising, since they are all organised around the
concept of causation. Although not considered to be part of the cause cluster,
it can be argued that EVIDENCE properly belongs to it, since it too involves
the notion of causation. Given all this, the applicability of because to all of
six rhetorical relations does not prove problematic, since it narrows down the
choice of applicable relations to a well-defined set whose differences are not so
great as to lead the reader off-track.

There are other markers, however, which are so ambiguous as to be almost
meaningless; and is a case in point. And can be used to link the elements of
most, if not all, rhetorical relations. It is a strong marker of only a few of these
relations (to be discussed below) and an extremely weak marker of the rest,
where it tends to mark not a rhetorical relation between the elements that it
is linking, but merely the fact that they are part of the same piece of discourse
[Gleitman 1965; Lakoff 1971]. Its weak use is rather more prevalent in speech
than in text, and this may well be related to the fact that the transient and
immediate nature of speech, as compared to text, means that it is rather more
difficult to undo errors of omission without disrupting the comprehension of
the message. But the real point to be made here is that rhetorical markers are
better thought of as strong clues to the presence of a specific relation than as
proof of its presence, and that although some degree of ambiguity will have to
be tolerated, ambiguities that arise from the generation of a very weak marker
that also happens to be a stronger marker of another rhetorical relation should
not count among them. There are good reasons why this should be the case.
Firstly, there is a wealth of psycholinguistic evidence from studies performed
in the 1970s which suggest that ambiguities can produce quite severe disrup-
tions to the comprehension process (e.g. [Lackner and Garrett 1972; Foss and
Jenkins 1973]). Secondly, there is also strong evidence to suggest that rhetor-
ical markers have such a powerful influence on language comprehension that
people will try to make sense of what they read purely on the basis of the
marker, even when what they are reading makes no sense at all [Fillenbaum
1971, 1974a, 1974b]..

Having established the means by which we can provide the reader with
strong clues to the identity of rhetorical relations, we are well on our way
to being able to generate texts whose message is retrievable. But it must be
remembered that we are aiming for more than this—for texts whose message
is easily retrievable. So, the obvious question here is: given the range of
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possibilities for signalling a rhetorical relation, what is the most effective way
to do so? Clearly, the answer to this w1ll be related to the psychology of
language comprehension.’

The task of comprehending a text involves transforming a linear string
(the text) into its underlying, hierarchical structure (the message). This holds
for texts (a.nd messages) of all levels of complexity—from those consisting of
a single clause (one proposition, no rhetorical relations) to those of paragraph
or even book length (many proposmons any number of rhetorical relatmns)
Psycholinguistic studies suggest that readers interpret text by reconstructing
its propositions and using them to contmually build onto a h1era,rch1ca1 rep-
resentation of propositions. 3 The ease with which this construction process
occurs is heavily dependent on the effect it has on the consumption of working
memory resources.

Working memory is the mental work space we use during comprehension
[Newell and Simon 1972]. During reading, it is where we reconstruct the mes-
sage in order to interpret its meaning. Comprehension proceeds by processing
the basic constituents of the message and then using them to build coherent
units with previously-processed constituents that are being stored in working
memory. Once a coherent unit is formed, it is added to the main structure
(the interpreted message so far) in episodic memory. There is known to be
a rather direct relationship between the processing and storage resources of
working memory: the more storage that is requlred at any particular moment,
the fewer the resources available for processing the incoming data [Baddely
1986; Daneman and Carpenter 1980]. Because of this trade-off, the human
comprehension process is organised so as to minimise the number of partial
products that need to be held in working memory. This means that the more
structured the input is, the easier it will be for the reader to derive its under- -
lying message. Syntax plays a major role in helping structure the incoming
information so that it can be retained in working memory until the parts
needed to complete it have been processed. Textual features such as long
distarice dependencies, digressions, or constituents that involve a lot of pro-
cessing, will place heavy demands on working memory and thus slow down the
comprehension process. Similarly, undoing previously built structures will be
costly. Related to this is the suggestion that readers typically purge working
memory, retaining only the gist of what was stored, at sentence boundaries
[Jarvella 1970, 1971]. This view of langiage comprehension presents at least
two immediate tips for us. The ﬁrst st

Hypothesis: The greater the amount of intervening text between
the propositions of a relation, the more dlfﬁcult it W111 be to recon-
struct its message.

3See Clark and Clark [1977] for a review of the literature on this toﬁic.
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which leads us to include the heuristic:

Heuristic 2: Keep the propositions of a rhetorical relation together
in the text.

Failure to keep the propositions of a rhetorical relation together in the text
will result in the introduction of long-distance dependencies. As mentioned
above, long-distance dependencies hinder comprehension. One reason for this
is that the closer the propositions of a relation are in the téxt, the less time
they will need to be stored in working memory before their rhetorical link can
be recovered. Another reason is that there is a natural tendency for readers
to attach each new constituent to the one that came immediately before it
[Kimball 1973]. This explains why the ordering of unlinked sentences in a
text has such a strong effect on its overall interpretation. For example, by
producing Hovy s example message about the ship Knox (Hovy, this volume,
Figure 2.3) as

(9) Knox is heading SSW. It is of readiness C4. It is-at 79N 18E. It
will arrive on 4/24. It will load-for 4 days. It is en route to Sasebo.

instead of the suggested

(10) Knox is en route to Sasebo. It is of readiness C4. It is at 79N 18E.
It is heading SSW. It will arrive on 4/24. It will load for 4 days.

we end up conveying the wrong message, since the text incorrectly implies

that the place where Knox is intended to arrive on 4/24 for 4 days loading is

not Sasebo, but some place on Knox’s route between 79N 18E and Sasebo. .
The second tip we get from the cognitive model is:

Hypothesis: Rhetorical relations that are expressed within a single
sentence are more easily understood than those expressed in more
than one sentence

This hypothesis is suggested by the ﬁndmg that readers tend to purge working
memory at or soon after the end of a sentence. If this is the case; then it makes
obvious sense to include the heuristic:

Heuristic 3: Make a single sentence out of every rhetorical relation.

The question of how to distribute the propositions of a message as sentences in
the text is one which Hovy [this volume] poses as one of the unresolved issues
in paragraph planning. It has a major bearing on the style of the final text,
especially in approaches (such as ours, and those mentioned above) where the
input units to the generator are clause-sized propositions. In such cases, the
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text can, in principle, contain any number of sentences: from one to as many
as there are propositions.

... The above heuristic addresses this issue rather directly. It proposes that
parts of a rhetorical relation should not be realised as individual sentences;
neither should they be combined as sentences with parts of other rhetorical
relations. Rather, they should all together form a sentence.

Application of this heuristic will increase the efficacy of the genera,ted
text in the following ways. First, the text will be more concise; since it will
contain fewer sentences. Second, its message will be clearer since (a) there
will be more opportunities for generating the textual markers of its rhetorical
relations (most rhetorical markers can only be used intrasententially) and (b)
sentence scoping will be guaranteed not to distort the hierarchical structure of
the message since sentence boundaries will be conterminous with boundaries
of rhetonca.l relations. Finally, the text will be easier to understand since the
presentatlon of rhetorical units as sentence units will require less storage and
processing in working memory, thus making its underlying rhetorical structure
easier to rebuild.

In summary, this heuristic not only prov1des an effective approach, to the
problem of determmmg sentence scope, but it also provides one that is theo-
ret1cally motivated. Dec1s1ons about where to place sentence boundaries are
‘not based on ad hoc aesthetic criteria to do with how good the text will look,
but rather on criteria which ensure that sentence allocations enhance rather
than disturb the accessibility of the message, and on psycholinguistic fa.ctors
' ﬁthat are known to facilitate the processing of a piece of text. This is-not to say,
however, that the issue of sentence scoping is now resolved. Although we have
a, fairly clear idea of what sort of text we should not generate in this respect,
we have little idea of what we should generate, In partlcular, two outstandmg
problems remain: that of when to stop adding prop051t10ns to sentences, and
that of how Dbest to combine our c]ause-s1zed propositions to form complex
sentences ,

~ The first problem arises from the fact that the rhetorical relations of a
message may be complex structures compnsed of a number of other relations.
It goes without saying that a coherent text can .only be produced from a
coherent message, which, in terms of RST, is a message that is spanned by
a, single rhetorical relation. .Given Heuristic 3, this means that any message
. could, in principle, be packed in its entirety into a single sentence. Such
complete freedom would be undesirable, since there is clearly a point where
- :sentence becomes ‘too.long’. Although as writers we seem to be able to
recognise, and thus avoid producing, overly lengthy sentences, it is difficult to
specify what the criterion of ‘too long’ actually is. “Again, it is easier to say
what it is not. It is clearly not the number of words per se. For example, (11a)
' below is more acceptable than (11Db), even though it has more than double the
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number of words.

(11) a Mary’s son Lawrence, the difficult one that everyone always said
would come to a bad end, was fatally attacked by piranhas in the
Pantanal last month, despite having been warned repeatedly by
the local fishermen that it was.dangerous to swim in the Cuiaba
river.

b Lawrence, who married the very elegant young Austrian woman
who used to run a boarding school for the illegitimate children .
of aspiring back-benchers, is a solicitor.

Neither does it seem to have much to do with number of rhetorical relations or
number of propositions per se, since (11a) also has more of both of these than
(11b). Rather, the answer seems to lie in some complex combination of factors
which include number of words, number of relations, number of propositions,
and syntax; factors such as the ‘balance’ of the text also seem to play a role.
Just what the magic algorithm is, is unclear to us, and we do not know of any
empirical studies on this topic.?

The second problem arises from the fact that there is more than one way to
make a complex sentence from a set of clauses: through embedding, paratactic
coordination or hypotactic coordination. Not surprisingly, there is a strong
corrélation between the syntactic specification of a complex sentence and its
perceived rhetorical structure. This means that certain types of complex sen-
tences are likely to be better expressions of a given rhetorical relation than
others, and that the wrong choice of sentence type may lead to the wrong in-
terpretation of the underlying rhetorical relations. So in addition to knowing
when ‘we must combine propositions to form ‘complex sentences, we also need
to know how we should combine them. o »

The remainder of this' chapter presents an approach to the problem of
producing only the most appropriate choice of complex sentence for a given
rhetorical configuration. In what follows, we will be discussing only two of the
three types of clause combining: embedding and paratactic coordination. Our
approach to the generation of hypotactically coordinated sentences is discussed
in greater detail in Scott [in preparation].

3.3.1 Embedding

Although embedding is considered by. some linguists® to be a separate activity
from clause combining, we do not adhere to that distinction here, on the purely:
practical grounds that our propositions are always clausal units.

- *There are, however, a number of studies which examine the individual effect of some of -
these factors. :
5See Matthiessen and Thompson [1987] for a discussion of this.
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Following from Heuristic 3, that only valid and unambiguous markers
should be generated, our investigations have led us to apply the following
heuristic for embedding:

Heuristic 4: Embeddmg can only be applied to.the ELAB ORATION
- relation. :

We restrict embedding to the ELABORATION relation since this relation ap-
pears to us to be the only one of the set of existing relations for which it
is appropriate. It is also significant that embedding prov1des the only valid
means by which the propositions of an ELABORATION relation can be com:
bined to form a complex sentence. It is also the only available textual marker
of ELABORATION.® ‘ :

Embedding provides an extremely reliable syntactic cue to the semantic
subordination of the embedded material to that of its matrix. It marks the
embedded material as being less relevant to the message. The implication of
this for RST is clear: :

Heuristic 5: When embedding, the nucleus of the relation must
form the matrix of the sentence, and the satellite the embedded
clause.

This heuristic guarantees that embedding preserves the hierarchical relation-
ship of the propositions to which it is applied. So, for example, an ELABORA-
TioN relation with (12) as nucleus and (13) as satellite could result in (14) or
(15) but not (16) or (17). ‘

(12) The substance is fatal.

(13) ‘The substance is illegal.

(14) The illegal subétancé is fatal.

‘(15) The substance, which is illegal, is fatal
; (16) The fatal substance is illegal.

(17) The substance, which is fatal, is illegal.

~If, on the other hand, (13) were the nucleus and (12) the satellite, then (16)
~or (17) could be produced but never (14) or (15).

‘ In cases where the nucleus of the ELABORATION relation is complex, then
there may be more than one candidate matiix proposition. Some direction for
choosing among them is therefore required: This is provided by: :

6Tha.t is, with the p0551ble exception of phrases like by the way or to be speczﬁc These,
however, aré more likely to be réepair markers, for ‘introducing information that has been
erroneously left out, than rhetorical ones.
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Heuristic 6: When embedding, the matrix proposition must be
the earliest occurring candidate in the immediate nucleus of the
to—be-embedded proposition. ‘ :

This means that given the RST structures in Figure 3.2 with both (a) and
(b) as candidate matrix clauses for (c), the chosen proposition will be (a) in
structures (i)—(iv) and (b) in all others.

The impact of this heuristic on the preventlon of styhstm blunders is con-
siderable. For example, suppose the following instantiations were made to the
elements in Figure 3.2: ' k

(18) a My caris French
b My car is a Renault
¢ My car is new

R1 EVIDENCE
R2 ELABORATION

Then Heuristic 6 would ensure that only sentences like (19) and (20) could
result from embedding, and never ones like (21) or (22):

(19) Since my new car is a Renault, it’s French.

(20) My new car is French, since it’s a Renault.

(21) Since my car is a Renault, it, which is new, is French.’
(22) My car is French since it, which is new, is a Renault.

Not only does the complexity of the nucleus provide opportunities for pro-
ducing stylistic blunders when embedding, but so too does the complexity of
the satellite. This occurs when embedding has the side effect of destroying
the integrity of another relation. An example of this arises in cases where the
. embedded proposition is an element of a LIST relation and the result of em-
bedding it is a LIST containing only one element. Heuristic 7 acts to prevent
such an occurrence. \

Heuristic 7: Propositions of a LIST relation should not be embedded
if doing so would make the number of remammg propositions in
the relation equal to 1.

This heuristic not only preserves the integrity of the message (since the LIST
relation requires more than one proposition), but it prevents the production
of dangling sentences.

Dangling sentences occur when information that is only weakly relevant
to the message is produced as a separate sentence. This is always the case
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when satellites of an ELABORATION relation are not subject to embedding.
ELABORATION is the weakest of all rhetorical relations in that its semantic
role is simply one of providing ‘more detail’. The information contained in its
satellite is thus only weakly relevant to the message. Since embedding is the
only textual marker of ELABORATION, the only alternative to not applying it
is to generate the satellite as a sepa.rate and thus danglmg, sentence.

Dangling sentences can. have a severely dlsruptlve effect on the compre-
hensibility of a text. They give the impression of having been included as an
afterthought, or of introducing a new topic which is then abruptly abandoned.
Integrating the content of such sentences with the preceding text is made dif-
ficult by the fact that their content is made more perceptually prominent in
the text than it actually is in the message.

Stylistic blunders can also arise from the choice of syntactlc realisation
for the embedded satellite. .Embedded clauses can be realised as nominals,
adjectivals or adverbials. ‘Although the choice between these realisation classes
will be determined by strictly semantic aspects of the propositions, there is
still a choice to be made regarding the most appropriate syntactic form within
the chosen class, - “ '

Adjectivals can be expressed as an a.d_]ectlve a relative clause or a prepo—
sitional phrase, adverbials as an adverb or prepositional phrase, and nominals
as a noun or an appositive phrase. Wlthm each class, some expressmns will
lead to better text than others This can be expressed as:

Heuristic'8: Synta.ctlcally 51mple expressions of embeddmg are to
be preferred over more complex ones.

We use the notion of syntactic complexity here for want of a better term to refer
to the move from lexicalised to phrasal and clausal modifiers. This heuristic
biases the ‘generation process towards expressing the embedded ‘clause as an
adjective or adverb. The impact of this' heur1st1c on the resulting text can be
seen in the following examples.

When embedding(24) in (23), preference would be given to a rendition as
(25) over the equally grammatical (26) or (27):

(23) A man bought ’the picture.

(24) | The man had blond hair. ‘

(25). A blond man laought the picture.

(26) A man with blond hair bought the picture.

(27) - A man who had blond hair bought the picture.
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Similarly, preference would be given to the production of (28) over (29):

(28) Paula danced with Peter willingiy.
(29) Paula danced with Peter with willingness.

Heuristic 8 enhances the readability of the resulting text in two important
ways. Firstly, it reduces the possibility of generating ambiguities, since relative
clauses can be restrictive or non-restrictive, and prepositional phrases can be
adjectival or adverbial. Secondly, it necessarily makes the text more concise,
since lexicalised modifiers involve fewer words than phrasal or clausal ones:
(25) is clearly more concise than (26) and (27), and (28) is more concise than
(29). |

It should be noted, however, that there are exceptional cases where the
application of Heuristic 8 may lead to stylistic blunders. Notable among them
are those resulting from the generation of low-frequency adjectives or adverbs
over their more commonplace, wordy equivalents: for example, rancourously
instead of with rancour. ‘ ‘ ‘ »

There are strong similarities between our use of Heuristic 8 and Meteer’s
[1988a, 1988b, 1989] treatment of the expression of verbal predicates in SPOKES-
MAN, which has the effect of preferring simple verbs over their corresponding
complex ones or verb phrases (e.g. decided over made a decision, or fed over
gave food to). .

Our final heuristic for embedding controls the types of multiple embeddings
that are allowed.

Heuristic 9: Self-embedding is only allowed in cases where the
proposition that is the deeper of the two embeddings is expressed
as an adjective or adverb.

i This heuristic ensures that self-émbeddings do not lead to comprehension dif-
ficulties. So, for example, it allows sentences like (30) to be generated, but
not ones like (31) with the same number of self-embeddings. '

(30) The dog [that likes the [black] cat] is sad.

" (31) ‘*The dog [that likes the cat [that disappeared]] is sad. |

Even more important, it guarantees that double centre embedded sentences
are never generated. Double centre embedded sentences (e.g. The dog that
the cat that the rat saw chased died) are definitely to be avoided since they
are notoriously difficult to process [Miller and Isard 1963, 1964; Schlesinger
1968; Freedle and Craun 1970; Carpenter and Just 1989], and are known to
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elaboration
/\
concession list
/\ n _n/n n
1 2 3 4 5 6

[1] George received a letter from Peter.

[2] George had told Peter never to contact him.
[3] George and Peter are brothers.

[4] George and Peter are estranged.

[5] The letter was long.

[6] George. is my friend.

Figure 3.3: A message to which the embedding heuristics can be applied

slow down the comprehension process by as much as 58% [Larkin and Burns
1977).

The global impact of the heuristics controlling embedding can be demon-
strated by their effect on the process of transforming the message shown in
Figure 3.3. Taken together, their application would result in embedding that
provides for the possibility of generating:

(32) My friend George received a long letter from his estranged brother
Peter, even though he had told Peter never to contact him.

which is a stylistically good rendition of the message. The heuristics prevent
the generation of alternative, equally grammatical but less easily understood
renditions such as (33)—(37):

(33) *My friend George received a long letter from his estranged brother
Peter, who he had told never to contact him.

(34) #*George, who received a long letter from his estranged brother Peter
even though he had told Peter never to contact him, is my friend.
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elaboration
/\
1 list
n~n"n/n n

Figure 3.4: The message conveyed by example (33)

- (35) My friend George received a long letter from his brother Peter,
even though he had told Peter, from whom he is estra.nged never
to contact him.

.(36) . My friend George received a letter from his estranged brother, Peter
+ . even though he had told Peter never to contact him. The letter was
-long. . :

(37) My friend George received a letter from Peter, who is his brother
- and from whom he is estranged, even though he had told Peter
never to contact him.

In (33), the embedding of proposition [2] in proposition [1] results in the loss
of the CONCESSION relation to which they belong. As a result, the text does
not convey the message shown in Figure 3.3. Rather, it conveys the message
shown in Figure 3.4. The possibility of generating this text from the given
messa,ge is prevented by Heuristic 4.
' . Again, the text in (34) does not convey the message in Figure 3.3. By hav-
ing [6] as the main clause, the text expresses instead the message in Figure 3.5.
Such a possibility is prevented by Heuristic 5.
 Although the message in Figure 3. 3 is, in fact, denvable from the text
in (35), the stylistic blunder that is created by the embeddmg of [4] in [2]
instead of [1] makes message retrieval rather more difficult than it need be.
The possibility of producing this stylistic blunder is prevented by Heuristic 6.
Like (35), (36) is a valid expression of the desired message. However,
extracting this message is made difficult by the presentation of [5] as a separate,
dangling sentence. This is prevented by Heuristic 7-
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elaboration
elaboration’
concession list
/\ ,,/M
1 : 2 - 3 4 5

Figure 3.5: The message conveyed by example (34)

Sentence (37) is another valid expression of the desired message but ore
that is made unnecessarily difficult to process. This difficulty is caused by
presenting [3] and [4] as relative clauses instead of adjectives. The production
of this type of stylistic blunder is prevented by Heuristic 8.

The possibility of provxdmg an example message to demonstrate all 6 em-
beddmg heuristics has only been prevented by our la,ck of imagination in con-
structmg exa,mples

3.4 “Paratactic Coordinatio‘n

Paratactic constructlons are complex sentences involving the coordinate coti-
joining of one or more sentential units linked by a coordmatmg conjunction
(and, or, but).” The use of the coordinate conjunctions as rhetorical mark-
ers is not, however, restricted to paratac‘uc conjunctions. They are also often
used as weak rhetorical markers in hypotactic constructlons, as can be seen
in (38)- (40), where the (a) versions mvolve a coordinate conjunction and the
(b) versions a subordma,te one.

"Our use of the term parataxis is thus wider than that of Quirk et al. [1985].
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®

(38) The printer is broken and the chapter is due tomorrow.

b The printer is broken and I haven’t been able to print out the
chapter.

The laser printer is broken but the line printer is working.

(39)

12

b The laser printer appears to be broken but it does work.

(40)

o

Turn off the printer or unplug it at the wall.
b Turn off the printer or it will overheat.

This overuse of coordinating conjunctions means that it is not always easy,
or even possible, to identify the rhetorical relationship that they are intended
to be signalling. For example, our understanding of the (b) versions above is
heavily reliant on extralinguistic information; it is only our knowledge of the
possible consequences of a broken printer that allows us to recognise the sub-
ordinate role of the second part of (38b) to the first, and thus to recover the
underlying NON-VOLITIONAL RESULT relation. Similarly, it is only our knowl-
edge of the possible consequences of not turning off an electrical appliance
in’ certain circumstances that allows us to recover the underlying OTHERWISE
relation in (40Db). ‘ ‘

Given our generation ‘goal to convey the rhetorical role of all propositions
of a message, and the previously discussed constraints imposed by the com-
municative setting in which generation is performed, it is therefore important
for us to ensure that the syntactic operation of paratactic coordination is only
ever used in genuine cases of the conjoining of rhetorically coordinate propo-
sitions. By being precise in our usage, we increase the chances of the reader
recovering the intended rhetorical relation between the coordinated proposi-
tions. Our first heuristic for paratactic ¢oordination identifies the criterion for
determining which rhetorical relations it can be applied to:

Heuristic 10: Paratactic Coordination can only be applied to multi-
nuclear relations. ’ S

Mann and his colleagues identify three multi-nuclear relations: SEQUENCE,
'CONTRAST and LIST [Mann and Thompson 1987b; Matthiessen and Thompson
1987]. We have added a fourth, ALTERNATIVE, to' this set. ALTERNATIVE is
one of the two relations that Grimes [1975] considers to be ‘purely paratactic’.
It is closely related to Mann and Thompson’s OTHERWISE relation, the crucial
difference being that it does not involve a dependency relationship between
its elements. This difference is shown in (40) above, where (40a) involves the
ALTERNATIVE relation and (40b) OTHERWISE.

Heuristic 10 ensures the unambiguous mapping between propositions that
are coordinate at the rhetorical level, and coordinate structures at the syntactic
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motivation elaboration

[1] John wants to be a diplomat.
[2] John likes travelling.

[3] John will take the Foreign Office exams: tomorrow.

. Figure 3.6: A message to which Heuristic 10 cen be applied

level. It guarantees the possibility of ‘producing all the (a) versions of (38)—(40)
but none of the (b) versions as expressions of the same message, even though
they are grammatical and semantically non-anomalous. .

By restricting para.tactlc coordination to 1nformat10n units that are not
only coordinate but nuclear, this heuristic also prevents the undes1ra,b1e coor-
dmatlon of some muln satellite structures. Consider, for exa,mple the message
in Flgure 3.6. - . :

. Although proposmons {2] and {3 ] are cq.ordmate w1th respect to [1]), the
fact that they belong to d1fferent rhetorical rela,tlons makes them unsuitable
candidates for Joint. membersh1p of the mult1 nuclear LIST relafmon Heuristic
10 thus prevents them from bemg generafced as a pa,ra,ta,ctmally coordinated
complex sentence like (41) or (42)

(41) +John wants to be a dlploma,t because he likes tmvellmg and will
take the Foreign Service exams next week.

(42) +John we,nts to be.a d:i.plelnat‘.s_o ,he-w‘i‘l,l tqlce _tﬁe Foreign Service
ezams next week and he likes travelling. :

If however, [3] were replaced in ‘the message by Johi lzkes gozng to dzplomatzc
partzes also in a MOTIVATION rela.tmn w1th [1], ‘then (43), Wthh is clearly
appropriate, could be generated \

(43) John wants to be a dlplomat because he likes travellmg and going -
“to diplomatic partiés.
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Having determined which rhetorical links can be expressed thrbugh paratactic
coordination, we now need to stipulate which members.of the set of coordi-
nating conjunctions can be applied to which rhetorical relations.

Heuristic 11: The paratactic marker and must only be applied to
SEQUENCE and LIST, but to CONTRAST, and or to ALTERNATIVE.

This heuristic guarantees that the paratactic coordination of propositions does

‘not result in the generation of invalid or rhetorically ambiguous text. For
example, it will ensure that only the unstarred sentences could be generated
as expressions of the following:

SEQUENCE: »
(44) Put the loose tea in the teapot and pour in the boiling water.

" (45) #Put the loose tea in the teapot but pour in the boiling water.
t46) *Put the loose tea in the teapot or pour in the boiling water.

LIST:

(47) John likes apples and bananas.
(48) *John likes apples but bananas.
, (49)_ *John likes apples or bananas.

CONTRAST:

(50) The meal looked good but tasted like poached cardbqard.
. (51) *The meal looked good and tasted like poached cardboard.
(52) #The meal looked good or tasted like poached cardboard.

ALTERNATIVE:

(53) John wants to go to Sussex or Essex.
(54) *John wants to go to Sussex and Essex.

(55) *John wants to go to Sussex but Essex..



68 Scott and Souza

Clearly,(45) and (46) are not synonymous with'(44). Neither are (48) and
" (49) with (47), (51) and-(52) with (50), or:(54) and-(55) with (53):

A characteristic feature of multi-nuclear:rhetorical relations is that the or-
der of appearance of their elements in the text tends not to affect the message.
The only exception to this i is SEQUENCE ‘which involves the notion of tempo-
ral priority.? Heuristic 12 allows for a different’ ordermg of the propositions
of multj-nuclear relations in the text than in the message in situations where
this is _appropriate. '

Heuristic 12: Propositions of all relations except SEQUENCE can be
reordered during paratactic coordmatlon

This heuristic provides the flexibility for generating (56), (57) and:(58) as
synonyms of (47), (50) and (52) respectlvely, and prevents the generation of
(59) as a synonym of (44).

(56) John likes bananas and apples.
(57) The mea,l’ tasted like poached cardboard but looked good.
. (58) John waets to go to Essex or Sussex.
(59) #*Pour the boiling water in the teapot ‘and put in the loose tea.

This flexibility is often useful, especially in cases where'the drder of presen-
tation of the propositions affects the thematic flow of the text, For example,
(38a) would be more appropriate than its alternative (60) if the preceding
sentence were (61), and vice versa if the preceding sentence were (62).

/(60) - The chapter is due tomorrow and the printer is broken.

(61) Theprinterl always fails when I most need it.

(62) I doubt that I'll be able to finish this chapter on time.
It should be noted, however, that there are cases where the linguistic realisa-
tion of the individual propositions will rule out certain otherwise permissible
orderings. For example, the alternative ordering of propositions: [2] and [3] in
(43), which would lead to:

(63) *John wants to be a diﬁloinat because he likes going to diplomatic
parties and travelling.

8See Lakoff [1971] and Schmerling [1975] for a more detailed discussion of this.
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would clearly not be desirable. Situations like these do not become apparent
until quite late in the generation process and thus cannot be taken into account
when the message itself is being planned. It is therefore important to have the
flexibility for reordering that is provided by Heuristic 12.

It is also important that this flexibility should not be extended to the
SEQUENCE relation, since the resulting text would violate Grice’s directive that
the text be ‘orderly’, and lead to an erroneous interpretation of the message
(see also Schmerling [1975]). Reorderings of the propositions of SEQUENCE
must be marked by hypotactic coordination.

It follows from Heuristic 12 that the number of orderings of the relevant
propositions that are possible during the construction of paratactically coor-
dinated complex sentences is the factorial of the number of propositions of the
rélation. As we have just seen, some of these will lead to better text than
others. This is especially true in cases where there are a fair number of propo-
sitions to be considered, and thus often more than one sentence to be formed.
In such situations there will be a need to bias the generation process towards
the production of the best combination of coordmated propositions. Heuristic
13 provides one way of doing this.

Heuristic 13: The greater the number of shared elements between
propositions, the more desirable it is to coordinate them.

This heuristic biases paratactic coordination towards complex sentences which,
to use Lakoff’s [1971] terms, share a common topic. By promoting the genera-
tion of paratactically coordinated complex sentences with similar propositions,
this heuristic has a direct bearing on the conciseness of the resulting text, since
it encourages coordinations which provide the greatest opportunities for ellip-
sis.

A broad view of the operation of the heuristics for paratactic coordination
can be seen with reference to the message shown in Figure 3.7. Taken together,
the above heuristics will prov1de the possibility for expressing this message as
(64).

(64) In order to change the oil in the tank, one must drain the tank and °
sump of oil, replace the oil filter, and refill the tank with oil.

The possibility of applying coordination to propositions [1] and [2], thereby
generatmg something like (65) i is prevented by Heuristic 10.

(65)  *Change and drain the oil in the tank ...

Heuristic 11 blocks the possibility of generating an incorrect paratactic marker,
thereby conveying the wrong message, as in (66):

(66) *...drain the tank or sump ...
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_enablement

1 sequence

[1] Change the oil in the tank.
[2] Drain the oil in the tank.
[3] Replace the oil filter.

[4] Drain the oil in the sump.
(5] Refill the oil in the tank.

Figure 3.7: A message to which the heuristics for paratactic coordination
can be applied

Changing the order of the elements of the SEQUENCE relation in the text would
result in something like (67). Although clearly grammatical, (67) would be
undesirable since, like (66), it conveys the wrong message. This is prevented
by Heuristic 12.

(67) *...refill and drain the oil in the tank ...

Finally, by biasing the generation process towards the paratactic coordination
of propositions [2] and [4], Heuristic 13 prevents the production of the stylistic
blunder that would occur if [3] were chosen over [2], thereby giving (68):

(68) *...drain the oil from the tank and replace the oil filter, drain the
oil from the sump ...
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3.5 Summary

There is little need to.argue for the importance of stylistic factors in the read-
ability of a text. Until now, the problem has always been that of determining
just how we should go about giving our texts good style. One approach to
this problem is to allow the process of text production to be guided by what is
known about the way in which readers understand texts. We have shown here
that this approach is effective, at least with regard to the rhetorical aspects
of text generation.. It allows us to maximise the possibility that the message
will be retrieved from the text by ensuring that the rhetorical structure of the
message is enhanced by the choice of discourse structure for the text, which is
in turn reflected in the choice of syntactic structures. An added advantage of
this approach is that it provides us with a sound theoretical basis for dealing
with some aspects of the issue of sentence content and orgamsa,tlon (see Hovy
[this volume]).
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